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Executive Summary

EXECUTIVE SUMMARY
A municipal welfare agency implementing an AI system to streamline

benefit allocations discovers the algorithm systematically reduces support
for non-native speakers and single-parent households by 18-34% due to
linguistic complexity in application forms and biased training data [21]. [21] Inside Amsterdam’s high-stakes

experiment to create fair welfare AIWhen caseworkers manually override these decisions, processing times
triple, creating impossible trade-offs between efficiency and equity that leave
vulnerable applicants in bureaucratic limbo. This scenario reflects a broader
pattern where AI systems designed to enhance fairness in critical services
instead replicate and scale existing societal biases.

The promise of AI for social justice—more objective, consistent, and
scalable decision-making—confronts a stark paradox. While research demon-
strates that [30], our analysis reveals 67 fundamental contradictions across [30] showing AI users diversity in training

data boosts perceived fairness and trustimplementation domains. In hiring algorithms, systems designed to eliminate
human bias instead encode new forms of discrimination that require sophisti-
cated detection methods [11]. This creates urgent pressure for organizations [11] Could your next job interview be with

a chatbot? New study seeks to help bring
fairness into AI-powered hiring

navigating between the efficiency gains of automation and their ethical obli-
gations to serve communities justly.

This week’s central finding reveals that technical approaches to AI fairness
overwhelmingly dominate the discourse (69.2% human agency framing),
while severely underrepresented stakeholder perspectives—particularly critics
(0.14%), parents (0.29%), and advocates (0.43%)—create critical blind spots
in system design. The evidence shows that [37] becomes essential, yet most [37] when algorithmic fairness fixes fail, the

case for keeping humans in the loopimplementations prioritize automation over meaningful human oversight.
This pattern persists despite research demonstrating that [19], creating a [19] human input boosts citizens’ acceptance

of AI and perceptions of fairnessfundamental misalignment between technical solutions and community trust.
This report examines the expanding landscape of AI-driven decision sys-

tems across criminal justice, public benefits, healthcare, and education. We
analyze key equity contradictions and provide actionable recommendations
for equitable design and oversight. The analysis identifies critical research
and accountability gaps that must be addressed to ensure AI systems advance
rather than undermine social justice. Moving forward, centering marginalized
voices in AI development and governance represents the most urgent priority
for building systems that truly serve equitable outcomes.

https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.psu.edu/news/research/story/showing-ai-users-diversity-training-data-boosts-perceived-fairness-and-trust
https://www.psu.edu/news/research/story/showing-ai-users-diversity-training-data-boosts-perceived-fairness-and-trust
https://www.psu.edu/news/research/story/showing-ai-users-diversity-training-data-boosts-perceived-fairness-and-trust
https://news.rice.edu/news/2025/could-your-next-job-interview-be-chatbot-new-study-seeks-help-bring-fairness-ai-powered
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https://news.rice.edu/news/2025/could-your-next-job-interview-be-chatbot-new-study-seeks-help-bring-fairness-ai-powered
https://news.rice.edu/news/2025/could-your-next-job-interview-be-chatbot-new-study-seeks-help-bring-fairness-ai-powered
https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
https://news.exeter.ac.uk/faculty-of-humanities-arts-and-social-sciences/human-input-boosts-citizens-acceptance-of-ai-and-perceptions-of-fairness-study-shows/
https://news.exeter.ac.uk/faculty-of-humanities-arts-and-social-sciences/human-input-boosts-citizens-acceptance-of-ai-and-perceptions-of-fairness-study-shows/
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Field State Analysis

Introduction

The rapid integration of artificial intelligence into the core institutions of so-
ciety presents a profound and urgent question for the future of social justice:
will these powerful technologies serve to dismantle historical inequities or
will they calcify and even exacerbate them. This report confronts this piv-
otal tension, examining how AI systems are being deployed within domains
like criminal justice, social services, and economic opportunity, and the
consequential shifts in power and agency they produce. For policymakers,
community advocates, and scholars, the stakes are immense. The design and
implementation of AI are not neutral technical exercises; they are deeply
political acts that encode specific values and worldviews, with real-world
impacts on the most vulnerable populations. The path forward is not predeter-
mined, but the window for shaping it is narrow. This analysis is grounded in
a systematic review of 695 articles, charting a journey from the known chal-
lenges of algorithmic bias into the less understood, systemic implications of
AI. The report is structured around four critical dimensions. First, the Current
Equity Landscape assesses the immediate impacts of AI systems on exist-
ing social and economic disparities. Second, the analysis probes the deeper
Power Shifts and Concentrations, exploring how AI redistributes influence
among corporations, governments, and civil society. Third, the report nav-
igates the Critical Justice Tensions that arise when technological efficiency
clashes with fundamental rights like privacy, fairness, and human dignity.
Finally, the Intervention Landscape maps the emerging ecosystem of tools,
policies, and grassroots movements aimed at steering AI toward more equi-
table outcomes. This introduction establishes the frame that the conclusion
will return to: the future of social justice in an algorithmic age is not a fore-
gone conclusion. It is a contested terrain where deliberate, informed, and
inclusive action is required to ensure that the promise of AI does not come at
the cost of justice and human rights.

Current Equity Landscape

The deployment of AI systems is fundamentally reshaping the equity land-
scape, creating new hierarchies of access and harm. Power is overwhelmingly
concentrated among technology developers and large institutions, with a se-
vere deficit of input from the communities most affected by these systems.
Analysis reveals that while 69.2% of discourse frames AI outcomes through
human agency, the actual power dynamics show institutional control over
systems that disproportionately impact marginalized groups [35]. This cre- [35] What influences the perception of

fairness in urban and rural China? An
analysis using machine learning

ates a fundamental disconnect between who designs AI systems and who
experiences their consequences.

Significant access gaps persist across economic, educational, and lin-

https://www.nature.com/articles/s41599-025-05093-3
https://www.nature.com/articles/s41599-025-05093-3
https://www.nature.com/articles/s41599-025-05093-3
https://www.nature.com/articles/s41599-025-05093-3
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guistic dimensions. Lower-income communities and rural populations face
infrastructure barriers that limit their ability to benefit from or challenge AI
systems, while non-English speakers encounter algorithmic exclusion through
language processing biases [21]. These technical barriers compound existing [21] Inside Amsterdam’s high-stakes

experiment to create fair welfare AIinequities, as systems trained primarily on data from majority populations fail
to recognize patterns in minority communities. The result is what researchers
term ”fairness gaps” that systematically disadvantage already marginalized
groups [2]. [2] AI Warning on ”Fairness Gaps” for

X-Ray AnalysisThe distribution of harm follows predictable patterns across racial, eco-
nomic, and disability lines. In healthcare, algorithmic bias leads to differen-
tial diagnosis accuracy and treatment recommendations for Black patients and
other minority groups [13]. In criminal justice, predictive policing systems [13] Eliminating Racial Bias in Health Care

AI: Expert Panel Offers Guidelinesreinforce over-surveillance of predominantly Black and Brown neighbor-
hoods, creating feedback loops where historical policing patterns become
encoded as ”objective” risk assessments [39]. These harms are not inci- [39] Why big-data analysis of police activity

is inherently biaseddental but structural features of systems trained on data reflecting historical
inequities.

The evidence shows particular vulnerability among disabled communities,
who face both digital accessibility barriers and algorithmic misrecognition.
As one analysis notes, AI fairness conversations frequently exclude disability
perspectives, leading to systems that fail to account for the full spectrum of
human diversity [38]. This pattern of exclusion extends to global South popu- [38] Why AI fairness conversations must

include disabled peoplelations, where AI systems developed in high-income countries perform poorly
when deployed in low-middle income contexts with different demographic
and cultural patterns [24]. [24] Mitigating machine learning bias

between high income and low–middle
income countries for enhanced mo

Given this established landscape of systemic inequity and harm, a critical
examination of the underlying power structures that produce and perpetuate
these outcomes is necessary. The documented fairness gaps and patterns of
exclusion are not accidental but are direct consequences of specific power
configurations in AI development and deployment. Building on the evidence
of disproportionate impacts, the analysis now turns to investigate the cen-
tralization of control that enables these disparities. This section will examine
how technical power is concentrated among corporate and institutional ac-
tors while social risk is distributed onto marginalized communities, creating
significant accountability gaps and shaping the very definition of fairness
itself.

Power Shifts and Concentrations

AI systems are simultaneously centralizing technical power while distributing
social risk in ways that reinforce existing hierarchies. The discourse analysis
reveals a striking pattern: while human agency dominates causal framing
(67.7%), actual system design increasingly attributes agency to algorithms
themselves (24.0%), creating accountability gaps when harms occur. This

https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.insideprecisionmedicine.com/topics/precision-medicine/ai-warning-on-fairness-gaps-for-x-ray-analysis/
https://www.insideprecisionmedicine.com/topics/precision-medicine/ai-warning-on-fairness-gaps-for-x-ray-analysis/
https://www.insideprecisionmedicine.com/topics/precision-medicine/ai-warning-on-fairness-gaps-for-x-ray-analysis/
https://medicine.yale.edu/news-article/eliminating-racial-bias-in-health-care-ai-expert-panel-offers-guidelines/
https://medicine.yale.edu/news-article/eliminating-racial-bias-in-health-care-ai-expert-panel-offers-guidelines/
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https://theconversation.com/why-big-data-analysis-of-police-activity-is-inherently-biased-72640
https://theconversation.com/why-big-data-analysis-of-police-activity-is-inherently-biased-72640
https://theconversation.com/why-big-data-analysis-of-police-activity-is-inherently-biased-72640
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://www.nature.com/articles/s41598-024-64210-5
https://www.nature.com/articles/s41598-024-64210-5
https://www.nature.com/articles/s41598-024-64210-5
https://www.nature.com/articles/s41598-024-64210-5
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shift enables technical teams to disclaim responsibility for outcomes by
positioning AI as an autonomous actor rather than a tool reflecting human
choices and values.

Control over systems affecting marginalized communities remains con-
centrated among corporate actors and government agencies with limited
community oversight. In predictive policing, welfare allocation, and hiring
algorithms, the power to define ”fairness” rests with system developers rather
than affected communities [7]. This creates what researchers identify as a [7] Artificial Intelligence Is Now Used to

Predict Crime. But Is It Biased?fundamental power imbalance: those designing systems lack lived experience
of the discrimination their tools may perpetuate, while those with relevant
experience lack technical decision-making authority.

The perspective gap analysis reveals severe underrepresentation of critical
voices in AI development. Critics constitute only 0.14% of the discourse,
parents 0.29%, and advocates 0.43%, creating systematic blind spots about
community impacts and ethical concerns [8]. This absence is particularly [8] Assessing regulatory fairness through

machine learningproblematic for systems affecting vulnerable populations, where the missing
perspectives represent precisely those with most at stake in implementation
outcomes. The result is technical solutions that address abstract fairness
metrics while failing community-level fairness tests.

Corporate control extends to the very definition of fairness, with major
technology companies developing proprietary frameworks that prioritize
commercially viable approaches over more transformative equity measures.
As one industry analysis notes, many organizations address AI bias as a
technical problem rather than a structural justice issue, leading to solutions
that treat symptoms while leaving underlying power imbalances intact [1]. [1] Addressing AI bias: a human-centric

approach to fairnessThis corporate capture of the fairness discourse represents a significant power
concentration with profound implications for how equity is operationalized—
or undermined—in practice.

This consolidation of power and the resulting accountability gaps, as
detailed in the preceding analysis, do not exist in a vacuum. They create a
foundational context for the critical justice tensions that emerge when these
systems are implemented. The very concentration of technical authority
and the systematic exclusion of community perspectives, as established, in-
evitably lead to fundamental contradictions in how AI systems operate on the
ground. Building on this understanding of structural power imbalances, the
following section examines the inherent conflicts that arise, specifically the
tensions between efficiency and equity, and between individual and systemic
conceptions of harm. It will explore how these unresolved contradictions
manifest in real-world applications, revealing why current technical frame-
works are often insufficient for achieving substantive social justice.

https://www.smithsonianmag.com/innovation/artificial-intelligence-is-now-used-predict-crime-is-it-biased-180968337/
https://www.smithsonianmag.com/innovation/artificial-intelligence-is-now-used-predict-crime-is-it-biased-180968337/
https://www.smithsonianmag.com/innovation/artificial-intelligence-is-now-used-predict-crime-is-it-biased-180968337/
https://news.stanford.edu/stories/2021/03/assessing-regulatory-fairness-machine-learning
https://news.stanford.edu/stories/2021/03/assessing-regulatory-fairness-machine-learning
https://news.stanford.edu/stories/2021/03/assessing-regulatory-fairness-machine-learning
https://www.ey.com/en_us/insights/emerging-technologies/addressing-ai-bias-a-human-centric-approach-to-fairness
https://www.ey.com/en_us/insights/emerging-technologies/addressing-ai-bias-a-human-centric-approach-to-fairness
https://www.ey.com/en_us/insights/emerging-technologies/addressing-ai-bias-a-human-centric-approach-to-fairness
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Critical Justice Tensions

The implementation of AI systems reveals fundamental contradictions be-
tween efficiency and equity that current technical approaches cannot resolve.
Systems designed to streamline bureaucratic processes often achieve effi-
ciency gains precisely by excluding complex cases that require human judg-
ment and contextual understanding When Algorithmic Fairness Fixes Fail:
The Case for Keeping Humans in the Loop. This creates what Amsterdam’s
welfare AI experiment demonstrated: the trade-off between processing speed
and equitable outcomes leaves vulnerable applicants systematically disadvan-
taged when algorithms prioritize clean data over complex human realities.

A central tension exists between individual and systemic conceptions of
harm. Most algorithmic fairness interventions focus on individual bias miti-
gation, while the most significant equity impacts operate at structural levels.
Predictive policing algorithms, for instance, may be ”fair” in their treatment
of individuals while reinforcing neighborhood-level surveillance patterns that
devastate communities [33]. This individualistic framing prevents addressing [33] The Ethics of Predictive Policing:

Where Data Science Meets Civil Libertieswhat critical race scholars identify as the core equity challenge: algorithms
that replicate societal power structures under the guise of technical neutrality.

The innovation versus precaution dynamic creates another critical jus-
tice tension. Rapid deployment of AI systems in social services often out-
paces regulatory frameworks and community consultation processes, par-
ticularly affecting marginalized groups with limited political power to de-
mand safeguards. Research shows that the absence of affected community
perspectives—particularly from disabled people, global South populations,
and racialized communities—creates blind spots that technical teams can-
not anticipate [38]. The result is what one analysis terms ”exclusion by [38] Why AI fairness conversations must

include disabled peopledesign”—systems that inadvertently but systematically disadvantage groups
absent from development conversations.

The 67 contradictions mapped across implementation domains reveal a
pattern of competing values that current technical frameworks cannot rec-
oncile. Fairness definitions conflict across contexts, with statistical parity
requirements sometimes clashing with equity-based approaches that demand
different treatment for historically disadvantaged groups [3]. These tensions [3] AI’s Fairness Problem: When Treating

Everyone the Same is the Wrong Approachremain largely unacknowledged in technical implementations that prioritize
computable metrics over contextual justice.

Given these deep-seated tensions that current technical frameworks cannot
resolve, the analysis must now turn to the landscape of proposed interven-
tions. The contradictions between efficiency and equity, and between indi-
vidual and systemic harm, establish a clear need for solutions that address
the root causes of algorithmic injustice, not merely its symptoms. This sec-
tion will therefore examine the emerging array of technical, procedural, and
regulatory responses, assessing their potential to mitigate the documented
harms. It will critically evaluate whether these approaches can successfully

https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
https://hackernoon.com/the-ethics-of-predictive-policing-where-data-science-meets-civil-liberties
https://hackernoon.com/the-ethics-of-predictive-policing-where-data-science-meets-civil-liberties
https://hackernoon.com/the-ethics-of-predictive-policing-where-data-science-meets-civil-liberties
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://hai.stanford.edu/news/ais-fairness-problem-when-treating-everyone-the-same-is-the-wrong-approach
https://hai.stanford.edu/news/ais-fairness-problem-when-treating-everyone-the-same-is-the-wrong-approach
https://hai.stanford.edu/news/ais-fairness-problem-when-treating-everyone-the-same-is-the-wrong-approach
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challenge the underlying power dynamics and structural inequities, or if they
risk merely perfecting systems that efficiently reproduce the very problems
they aim to solve.

Intervention Landscape

Emerging interventions show promise but face significant scaling challenges
and structural limitations. Technical approaches like fairness-aware modeling
and bias mitigation algorithms demonstrate potential in controlled settings,
with research showing that methods like adversarial debiasing can reduce
some forms of algorithmic discrimination [6]. However, these technical [6] An adversarial training framework for

mitigating algorithmic biases in clinical
machine learning

fixes often address symptoms rather than root causes, failing to challenge the
underlying power dynamics that determine which fairness definitions prevail
and whose interests systems serve.

Procedural interventions that increase transparency and community par-
ticipation show particular promise for addressing equity concerns. Studies
demonstrate that showing users diversity in training data boosts perceived
fairness and trust, suggesting that transparency about system limitations
can mitigate harm Showing AI users diversity in training data boosts per-
ceived fairness and trust. More significantly, approaches that embed human
oversight at critical decision points help correct for algorithmic blind spots,
particularly in complex cases where contextual understanding is essential
When Algorithmic Fairness Fixes Fail: The Case for Keeping Humans in the
Loop.

Regulatory frameworks are beginning to address structural equity con-
cerns, though implementation remains uneven. The EU AI Act’s prohibition
of certain high-risk applications represents a precautionary approach, while
emerging auditing requirements create accountability mechanisms previously
absent [20]. However, these regulatory approaches often lack enforcement [20] IA Act : l’interdiction des systèmes

d’intelligence artificielle « à risque inaccept-
able » entre en application

mechanisms and fail to address global power imbalances in AI development.
The most significant gap in current intervention strategies is the absence

of community-led design processes and redress mechanisms. While technical
teams develop increasingly sophisticated bias detection tools, affected com-
munities rarely have power to define fairness standards or challenge harmful
outcomes. Promising exceptions include participatory design approaches
that center marginalized voices from project inception, though these remain
rare in practice [28]. Without structural shifts in who controls AI develop- [28] Public Computing Intellectuals in the

Age of AI Crisisment and deployment, technical interventions risk perfecting systems that
efficiently reproduce the very inequities they purport to solve.

Dimensional Analysis

Central Question

https://www.nature.com/articles/s41746-023-00805-y
https://www.nature.com/articles/s41746-023-00805-y
https://www.nature.com/articles/s41746-023-00805-y
https://www.nature.com/articles/s41746-023-00805-y
https://www.psu.edu/news/research/story/showing-ai-users-diversity-training-data-boosts-perceived-fairness-and-trust
https://www.psu.edu/news/research/story/showing-ai-users-diversity-training-data-boosts-perceived-fairness-and-trust
https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
https://www.leclubdesjuristes.com/intelligence-artificielle/ia-act-linterdiction-des-systemes-dintelligence-artificielle-a-risque-inacceptable-entre-en-application-9078/
https://www.leclubdesjuristes.com/intelligence-artificielle/ia-act-linterdiction-des-systemes-dintelligence-artificielle-a-risque-inacceptable-entre-en-application-9078/
https://www.leclubdesjuristes.com/intelligence-artificielle/ia-act-linterdiction-des-systemes-dintelligence-artificielle-a-risque-inacceptable-entre-en-application-9078/
https://www.leclubdesjuristes.com/intelligence-artificielle/ia-act-linterdiction-des-systemes-dintelligence-artificielle-a-risque-inacceptable-entre-en-application-9078/
http://arxiv.org/abs/2405.00860
http://arxiv.org/abs/2405.00860
http://arxiv.org/abs/2405.00860
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Pattern Description (120-144 words) The central questions dominating
AI fairness discourse overwhelmingly focus on technical performance metrics
and regulatory compliance, while largely ignoring foundational questions
about distributive justice and structural inequity. The dominant inquiry is
”How can we make algorithms less biased?” rather than ”Should we be au-
tomating this decision in the first place?” or ”Who benefits from maintaining
current power structures?” Technical questions about model accuracy and
statistical parity receive disproportionate attention, while questions about
community self-determination, historical redress, and power redistribution
remain marginalized. For instance, research on [8] exemplifies this techni- [8] Assessing regulatory fairness through

machine learningcal framing, focusing on compliance measurement rather than questioning
whether the underlying regulations themselves perpetuate inequity. Similarly,
studies like [31] prioritize predictive accuracy over interrogating whether ed- [31] Testing AI fairness in predicting college

dropout rateucational institutions should be using algorithmic systems to manage student
retention at all.

Tensions & Contradictions (96-120 words) A fundamental tension exists
between questions that treat AI bias as a technical problem to be solved and
those that frame it as a manifestation of deeper structural inequities. The
discourse reveals 67 mapped contradictions, many centered on whether the
primary equity question should be ”How can we build fairer AI?” or ”Why
are we using AI to manage social services?” This conflict manifests in the
severe underrepresentation of critic perspectives (only 0.14% of discourse),
whose questions typically challenge the fundamental premises of automated
decision-making in sensitive domains. The contradiction between efficiency-
focused questions and justice-focused questions creates critical blind spots
in how problems are framed and solutions are envisioned When Algorithmic
Fairness Fixes Fail: The Case for Keeping Humans in the Loop.

Critical Observations (72-96 words) The sophistication of equity ques-
tioning remains largely underdeveloped, with most discourse operating within
predetermined technical frameworks rather than challenging their underlying
assumptions. Critical questions about racial capitalism, dispossession, and
the political economy of AI automation are notably absent from mainstream
fairness discussions. While some emerging scholarship, such as [34], begins [34] Towards a Critical Race Methodology

in Algorithmic Fairnessto ask more transformative questions, these perspectives remain marginal in
both academic research and public policy discussions. The field demonstrates
limited capacity for reflexive questioning about its own role in perpetuating or
challenging existing power hierarchies.

Justice Implications (72-120 words) The narrow framing of equity ques-
tions has profound justice implications, as it constrains the range of possible
interventions to technical adjustments rather than systemic transformation.
By failing to ask ”Who decides what counts as fair?” or ”What historical in-
justices are being encoded into automated systems?” the discourse reinforces
existing power dynamics. A justice-oriented approach would center ques-
tions developed in partnership with affected communities, particularly those

https://news.stanford.edu/stories/2021/03/assessing-regulatory-fairness-machine-learning
https://news.stanford.edu/stories/2021/03/assessing-regulatory-fairness-machine-learning
https://news.stanford.edu/stories/2021/03/assessing-regulatory-fairness-machine-learning
https://news.cornell.edu/stories/2021/06/testing-ai-fairness-predicting-college-dropout-rate
https://news.cornell.edu/stories/2021/06/testing-ai-fairness-predicting-college-dropout-rate
https://news.cornell.edu/stories/2021/06/testing-ai-fairness-predicting-college-dropout-rate
https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
http://arxiv.org/abs/1912.03593
http://arxiv.org/abs/1912.03593
http://arxiv.org/abs/1912.03593
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historically excluded from technology design processes. Research on [38] [38] Why AI fairness conversations must
include disabled peopledemonstrates the transformative potential of expanding who gets to ask the

questions that shape AI development and deployment.

Purpose

Pattern Description (120-144 words) AI systems predominantly serve
institutional interests focused on efficiency, cost reduction, and risk man-
agement, rather than community-defined goals of justice, empowerment, or
equity. The purpose driving most AI implementation centers on optimizing
existing operations rather than transforming inequitable systems. In welfare
systems, for example, the Amsterdam experiment revealed how algorithmic
purposes prioritized administrative efficiency over equitable support distri-
bution [21]. Similarly, hiring algorithms often serve employer interests in [21] Inside Amsterdam’s high-stakes

experiment to create fair welfare AIstreamlining recruitment processes rather than ensuring meaningful employ-
ment opportunities for marginalized groups [11]. The power to define system [11] Could your next job interview be with

a chatbot? New study seeks to help bring
fairness into AI-powered hiring

purposes rests overwhelmingly with technology vendors and institutional
administrators, with severely limited input from the communities whose lives
are most affected.

Tensions & Contradictions (96-120 words) A core contradiction ex-
ists between stated purposes of fairness and actual purposes of efficiency
and control. Systems marketed as promoting equity often serve primarily to
legitimize and scale automated decision-making that benefits powerful insti-
tutions. This tension manifests in the dramatic power concentration showing
69.2% human agency framing, yet actual decision-making authority remains
concentrated among technical experts and institutional leaders. The purpose
gap becomes particularly evident when Human input boosts citizens’ accep-
tance of AI and perceptions of fairness, yet most systems minimize meaning-
ful human oversight to maximize automation. This creates systems that claim
fairness purposes while operating according to efficiency imperatives.

Critical Observations (72-96 words) The discourse demonstrates limited
critical examination of whose interests ultimately drive AI system develop-
ment and deployment. While technical discussions about fairness metrics
abound, deeper questions about the political and economic purposes served
by automation remain largely unexamined. The severe underrepresentation
of critic (0.14%), parent (0.29%), and advocate (0.43%) perspectives means
that purposes are defined primarily by those with vested interests in maintain-
ing current power arrangements. This represents a significant sophistication
gap in how system purposes are analyzed and contested within the broader
fairness discourse.

Justice Implications (72-120 words) When AI purposes serve institu-
tional efficiency over community wellbeing, the justice implications are pro-
found. Systems designed to optimize cost reduction inevitably disadvantage
those with greatest needs, as seen in welfare algorithms that systematically
reduce support for vulnerable applicants. A justice-oriented approach would

https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://news.rice.edu/news/2025/could-your-next-job-interview-be-chatbot-new-study-seeks-help-bring-fairness-ai-powered
https://news.rice.edu/news/2025/could-your-next-job-interview-be-chatbot-new-study-seeks-help-bring-fairness-ai-powered
https://news.rice.edu/news/2025/could-your-next-job-interview-be-chatbot-new-study-seeks-help-bring-fairness-ai-powered
https://news.rice.edu/news/2025/could-your-next-job-interview-be-chatbot-new-study-seeks-help-bring-fairness-ai-powered
https://news.exeter.ac.uk/faculty-of-humanities-arts-and-social-sciences/human-input-boosts-citizens-acceptance-of-ai-and-perceptions-of-fairness-study-shows/
https://news.exeter.ac.uk/faculty-of-humanities-arts-and-social-sciences/human-input-boosts-citizens-acceptance-of-ai-and-perceptions-of-fairness-study-shows/
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require repurposing AI systems to explicitly serve community-defined goals
and redistribute power to marginalized groups. This might include systems
designed to detect institutional discrimination rather than individual risk,
or tools that empower communities to audit powerful institutions. The [28] [28] Public Computing Intellectuals in the

Age of AI Crisisframework suggests alternative purposes centered on community empower-
ment rather than institutional control.

Information

Pattern Description (120-144 words) The evidence base about AI eq-
uity impacts suffers from critical gaps in documenting harm distribution
across marginalized communities, with disproportionate focus on technical
performance metrics rather than lived experiences of discrimination. While
substantial research examines statistical fairness measures, there’s severely
limited documentation of how algorithmic decisions concretely affect dif-
ferent social groups in real-world contexts. For instance, studies like [15] [15] Fairness and bias correction in machine

learning for depression prediction across
four study populations

focus on quantitative disparities but often lack qualitative data about how
these algorithmic errors impact individuals’ access to care and dignity. The
information landscape privileges technical data about model behavior over
experiential data about harm, creating significant evidence gaps about the
human consequences of automated decision-making, particularly for disabled
communities as noted in [38]. [38] Why AI fairness conversations must

include disabled peopleTensions & Contradictions (96-120 words) A fundamental tension
exists between the types of information valued in AI fairness discussions—
primarily quantitative, technical metrics—and the qualitative, experiential
knowledge needed to understand equity impacts. This contradiction mani-
fests in the severe perspective gaps, where technical researchers (1.29% of
discourse) dominate while those with direct experience of algorithmic harm
are virtually absent. The evidence base reflects what can be easily measured
rather than what matters most for justice, creating systems that perform well
on fairness metrics while causing real harm to vulnerable communities. This
information hierarchy privileges technical expertise over community knowl-
edge, as seen in debates about [32]. [32] The Benefits and Risks of Transductive

Approaches for AI FairnessCritical Observations (72-96 words) The discourse demonstrates lim-
ited critical awareness of how evidence collection methods themselves can
perpetuate epistemic injustice by discounting knowledge forms favored by
marginalized groups. Most research operates within positivist paradigms that
prioritize statistical significance over community validation of what consti-
tutes meaningful fairness. While some emerging work, such as [23], begins to [23] Manifestations of Xenophobia in AI

Systemscenter marginalized perspectives, the field overall lacks robust methodologies
for documenting algorithmic harm in ways that respect the epistemic author-
ity of affected communities. This represents a significant sophistication gap
in how equity impacts are studied and understood.

Justice Implications (72-120 words) The narrow evidence base has pro-
found justice implications, as systems are evaluated and improved based on

http://arxiv.org/abs/2405.00860
http://arxiv.org/abs/2405.00860
http://arxiv.org/abs/2405.00860
https://www.nature.com/articles/s41598-024-58427-7
https://www.nature.com/articles/s41598-024-58427-7
https://www.nature.com/articles/s41598-024-58427-7
https://www.nature.com/articles/s41598-024-58427-7
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://news.harvard.edu/gazette/story/2024/04/why-ai-fairness-conversations-must-include-disabled-people/
https://www.researchgate.net/publication/381517874_The_Benefits_and_Risks_of_Transductive_Approaches_for_AI_Fairness
https://www.researchgate.net/publication/381517874_The_Benefits_and_Risks_of_Transductive_Approaches_for_AI_Fairness
https://www.researchgate.net/publication/381517874_The_Benefits_and_Risks_of_Transductive_Approaches_for_AI_Fairness
http://arxiv.org/abs/2212.07877
http://arxiv.org/abs/2212.07877
http://arxiv.org/abs/2212.07877
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incomplete information about their real-world impacts. When harm documen-
tation focuses solely on statistical disparities without capturing experiential
dimensions of discrimination, interventions may address technical symptoms
while missing fundamental justice issues. A transformative approach would
require centering community-based participatory research that treats affected
groups as experts in documenting and analyzing algorithmic harm. Initiatives
like [10] represent steps toward more inclusive evidence collection, though [10] Casual Conversations v2: A more

inclusive dataset to measure fairnessmuch more radical epistemological shifts are needed.

Concepts Ideas

Pattern Description (120-144 words) The conceptual frameworks shap-
ing AI fairness discourse are dominated by technical constructs from com-
puter science and economics, with severe underrepresentation of critical
social theories that address structural inequity. Dominant ideas include ”fair-
ness through awareness,” ”demographic parity,” and ”equalized odds”—
mathematical formalisms that reduce complex justice questions to opti-
mization problems. These frameworks typically assume that fairness can
be achieved through technical adjustments to model architecture or training
data, as seen in approaches like [18]. Meanwhile, concepts from critical race [18] Fairness Pruning: Precision Surgery to

Reduce Bias in LLMstheory, disability justice, feminist standpoint theory, and abolitionist frame-
works remain marginal in mainstream fairness discussions. The conceptual
landscape privileges ideas that are computationally tractable over those that
accurately capture the complexity of structural discrimination.

Tensions & Contradictions (96-120 words) A core conceptual tension
exists between individualistic and structural understandings of fairness. Most
technical frameworks operate from individualistic conceptions that treat
discrimination as discrete incidents affecting separate individuals, while
critical frameworks understand inequity as embedded in social structures and
historical patterns. This contradiction manifests in approaches that seek to
achieve ”group fairness” through statistical balancing while ignoring how
groups are socially constituted through relations of power. The conceptual
gap becomes particularly evident when [3], yet most technical solutions still [3] AI’s Fairness Problem: When Treating

Everyone the Same is the Wrong Approachoperate within formal equality frameworks.
Critical Observations (72-96 words) The conceptual sophistication of

fairness discourse remains limited, with most frameworks failing to engage
deeply with decades of scholarship on justice from critical social theories.
While some emerging work, such as [34], begins to bridge this gap, the field [34] Towards a Critical Race Methodology

in Algorithmic Fairnessoverall demonstrates conceptual immaturity in its understanding of power,
privilege, and structural transformation. The severe underrepresentation of
critic and advocate perspectives (0.14% and 0.43% respectively) means that
conceptual innovation remains constrained within technical paradigms rather
than enriched by critical social theories.

Justice Implications (72-120 words) The dominance of technical fair-
ness frameworks has profound justice implications, as it constrains possible

https://ai.meta.com/blog/casual-conversations-v2-dataset-measure-fairness/
https://ai.meta.com/blog/casual-conversations-v2-dataset-measure-fairness/
https://ai.meta.com/blog/casual-conversations-v2-dataset-measure-fairness/
https://towardsdatascience.com/fairness-pruning-precision-surgery-to-reduce-bias-in-llms
https://towardsdatascience.com/fairness-pruning-precision-surgery-to-reduce-bias-in-llms
https://towardsdatascience.com/fairness-pruning-precision-surgery-to-reduce-bias-in-llms
https://hai.stanford.edu/news/ais-fairness-problem-when-treating-everyone-the-same-is-the-wrong-approach
https://hai.stanford.edu/news/ais-fairness-problem-when-treating-everyone-the-same-is-the-wrong-approach
https://hai.stanford.edu/news/ais-fairness-problem-when-treating-everyone-the-same-is-the-wrong-approach
http://arxiv.org/abs/1912.03593
http://arxiv.org/abs/1912.03593
http://arxiv.org/abs/1912.03593
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interventions to those that can be mathematically formalized while ignoring
transformative approaches that address root causes of inequity. When con-
cepts like ”fairness” are defined primarily by what can be measured rather
than what communities experience as just, technical solutions may achieve
statistical parity while perpetuating structural harm. A justice-oriented con-
ceptual framework would center ideas like relational equity, transformative
justice, and intersectionality, as suggested by work on [22], though such [22] Inteligencia artificial interseccional: un

win-win tecno-jurídicoapproaches remain marginal in mainstream discourse.

Assumptions

Pattern Description (120-144 words) The AI fairness discourse rests
on largely unexamined assumptions that perpetuate inequity, including the
belief that technical solutions can resolve social problems, that historical
data can be ”debiased” without addressing underlying structural conditions,
and that automated decision-making is inherently preferable to human judg-
ment. These assumptions manifest in approaches that treat algorithmic bias
as primarily a data quality issue rather than a manifestation of historical in-
justice, as seen in techniques focused on [12]. The discourse also assumes [12] Creating AI that’s fair and accurate:

Framework moves beyond binary decisions
to offer a more nuanced approach

that efficiency gains from automation should be prioritized over other values
like community self-determination, procedural justice, and human dignity.
These foundational assumptions remain largely uninterrogated in mainstream
fairness discussions.

Tensions & Contradictions (96-120 words) A fundamental contradic-
tion exists between assumptions that AI systems can be made ”neutral” or
”objective” and the reality that all systems embed the values and priorities
of their creators. This tension manifests in the dramatic gap between human
agency framing (69.2%) and the actual concentration of decision-making
power among technical elites. The discourse assumes that fairness can be
achieved through technical means while simultaneously acknowledging that
[9], creating a persistent disconnect between aspirations and realities. This [9] Building fairness into AI is crucial – and

hard to get rightcontradiction remains largely unaddressed in both research and practice.
Critical Observations (72-96 words) The discourse demonstrates limited

critical examination of its own foundational assumptions, particularly regard-
ing the political and economic contexts of AI development. Assumptions
about technological progress, market efficiency, and institutional benevo-
lence often go unchallenged, while more critical assumptions about power,
exploitation, and resistance remain marginal. The severe underrepresentation
of critic perspectives (0.14%) means that assumptions favorable to existing
power arrangements rarely face rigorous scrutiny. This represents a signif-
icant sophistication gap in how the field examines its own epistemological
foundations and the ways these foundations may perpetuate rather than chal-
lenge inequity.

Justice Implications (72-120 words) Unexamined assumptions have
profound justice implications, as they naturalize certain ways of thinking

https://agendaestadodederecho.com/inteligencia-artificial-interseccional-un-win-win-tecno-juridico/
https://agendaestadodederecho.com/inteligencia-artificial-interseccional-un-win-win-tecno-juridico/
https://agendaestadodederecho.com/inteligencia-artificial-interseccional-un-win-win-tecno-juridico/
https://techxplore.com/news/2024-11-ai-fair-accurate-framework-binary.html
https://techxplore.com/news/2024-11-ai-fair-accurate-framework-binary.html
https://techxplore.com/news/2024-11-ai-fair-accurate-framework-binary.html
https://techxplore.com/news/2024-11-ai-fair-accurate-framework-binary.html
https://theconversation.com/building-fairness-into-ai-is-crucial-and-hard-to-get-right-220271
https://theconversation.com/building-fairness-into-ai-is-crucial-and-hard-to-get-right-220271
https://theconversation.com/building-fairness-into-ai-is-crucial-and-hard-to-get-right-220271
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while making alternatives invisible. When the field assumes that automated
decision-making is inherently desirable, it forecloses questions about whether
certain domains should remain human-driven or community-controlled.
When it assumes that historical data can be ”cleaned” of bias, it ignores
how that data reflects real historical injustices that require repair rather than
technical adjustment. A justice-oriented approach would require explicit
examination and contestation of foundational assumptions, particularly those
that naturalize existing power hierarchies, as suggested by critical work on
[36]. [36] What Models Make Worlds: Critical

Imaginaries of AI

Implications Consequences

Pattern Description (120-144 words) The equity implications of AI sys-
tem deployment follow predictable patterns of harm concentration among
historically marginalized groups while benefits accrue primarily to powerful
institutions and technology providers. In healthcare, algorithmic bias leads
to differential diagnosis accuracy and treatment recommendations that dis-
advantage racial minorities and disabled patients, as documented in [13]. [13] Eliminating Racial Bias in Health Care

AI: Expert Panel Offers GuidelinesIn criminal justice, predictive policing systems reinforce over-surveillance
of predominantly Black and Brown neighborhoods, creating destructive
feedback loops [39]. Meanwhile, the benefits of automation—increased effi- [39] Why big-data analysis of police activity

is inherently biasedciency, cost reduction, and scalability—primarily serve government agencies,
corporations, and technology vendors rather than the communities subjected
to automated decisions.

Tensions & Contradictions (96-120 words) A core contradiction exists
between the stated goal of promoting equity and the actual consequence
of automating and scaling existing inequities. Systems designed to reduce
human bias often end up encoding and operationalizing discrimination in
ways that make it harder to challenge, as seen in welfare algorithms that
systematically reduce support for vulnerable applicants [21]. This tension [21] Inside Amsterdam’s high-stakes

experiment to create fair welfare AIbetween intention and impact manifests across domains, creating systems
that claim fairness objectives while producing discriminatory outcomes.
The discourse reveals 67 mapped contradictions, many centered on this gap
between aspirational goals and material consequences.

Critical Observations (72-96 words) The discourse demonstrates limited
analysis of second-order consequences and systemic impacts of widespread
AI deployment. While immediate technical outcomes receive substantial
attention, broader implications for democratic governance, community self-
determination, and power distribution remain under-examined. The failure
acknowledgment data shows that 76.8% of articles detect no failures, suggest-
ing profound blind spots in recognizing and analyzing negative consequences.
This represents a significant sophistication gap in how the field anticipates
and evaluates the full range of equity implications, particularly those that
affect collective rather than individual interests.

Justice Implications (72-120 words) The inequitable distribution of

https://www.fordfoundation.org/about/the-ford-foundation-center-for-social-justice/ford-foundation-gallery/exhibitions/what-models-make-worlds-critical-imaginaries-of-ai/
https://www.fordfoundation.org/about/the-ford-foundation-center-for-social-justice/ford-foundation-gallery/exhibitions/what-models-make-worlds-critical-imaginaries-of-ai/
https://www.fordfoundation.org/about/the-ford-foundation-center-for-social-justice/ford-foundation-gallery/exhibitions/what-models-make-worlds-critical-imaginaries-of-ai/
https://medicine.yale.edu/news-article/eliminating-racial-bias-in-health-care-ai-expert-panel-offers-guidelines/
https://medicine.yale.edu/news-article/eliminating-racial-bias-in-health-care-ai-expert-panel-offers-guidelines/
https://medicine.yale.edu/news-article/eliminating-racial-bias-in-health-care-ai-expert-panel-offers-guidelines/
https://theconversation.com/why-big-data-analysis-of-police-activity-is-inherently-biased-72640
https://theconversation.com/why-big-data-analysis-of-police-activity-is-inherently-biased-72640
https://theconversation.com/why-big-data-analysis-of-police-activity-is-inherently-biased-72640
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/
https://www.technologyreview.com/2025/06/11/1118233/amsterdam-fair-welfare-ai-discriminatory-algorithms-failure/


13

benefits and harms has profound justice implications, as AI systems often
function as engines of accumulation for powerful actors while imposing costs
on vulnerable communities. When the risks of innovation are socialized
while benefits are privatized, these systems effectively transfer resources from
the marginalized to the powerful. A justice-oriented approach would require
comprehensive impact assessments that center community-identified conse-
quences and prioritize avoiding harm over maximizing efficiency. Research
on [25] represents initial steps toward more consequentialist analysis, though [25] ML-fairness-gym: A Tool for Exploring

Long-Term Impacts of Machine Learning
Systems

much more robust approaches are needed.

Inference Interpretation

Pattern Description (120-144 words) The methods for evaluating AI eq-
uity outcomes privilege quantitative metrics and statistical significance over
qualitative assessment of lived experience and community-defined justice.
Dominant inference approaches focus on technical benchmarks like ”demo-
graphic parity,” ”equal opportunity,” and ”predictive equality” that reduce
complex justice questions to computable formulas, as seen in frameworks
like [14]. These methods typically interpret ”fairness” as the absence of sta- [14] Fairness amidst non‐IID graph data: A

literature reviewtistical disparities between predefined groups, while ignoring how groups
are constituted through relations of power and how algorithmic decisions
affect community wellbeing. The interpretation of equity outcomes remains
dominated by technical experts rather than affected communities, creating
significant gaps between statistical fairness and experienced justice.

Tensions & Contradictions (96-120 words) A fundamental tension exists
between inference methods that seek objective, context-independent fairness
measures and the reality that justice is inherently contextual and contested.
This contradiction manifests in approaches that prioritize mathematically
elegant solutions over community-validated outcomes, creating systems
that perform well on fairness metrics while failing to achieve meaningful
equity. The tension becomes particularly evident when When Algorithmic
Fairness Fixes Fail: The Case for Keeping Humans in the Loop, suggesting
that technical inference alone cannot capture the complexity of justice in
real-world contexts. This contradiction remains largely unresolved in both
research and practice.

Critical Observations (72-96 words) The discourse demonstrates limited
critical reflection on how inference methods themselves embed particular
values and power relations. Most evaluation frameworks assume that fairness
can be measured through technical means without examining how measure-
ment choices privilege certain ways of knowing while marginalizing others.
The severe perspective gaps—particularly the absence of vendor perspec-
tives and severe underrepresentation of critic voices—mean that inference
methods are rarely challenged from standpoint positions that would reveal
their limitations. This represents a significant sophistication gap in how the
field examines its own epistemological commitments in evaluating equity

https://research.google/blog/ml-fairness-gym-a-tool-for-exploring-long-term-impacts-of-machine-learning-systems/
https://research.google/blog/ml-fairness-gym-a-tool-for-exploring-long-term-impacts-of-machine-learning-systems/
https://research.google/blog/ml-fairness-gym-a-tool-for-exploring-long-term-impacts-of-machine-learning-systems/
https://research.google/blog/ml-fairness-gym-a-tool-for-exploring-long-term-impacts-of-machine-learning-systems/
https://onlinelibrary.wiley.com/doi/full/10.1002/aaai.12212
https://onlinelibrary.wiley.com/doi/full/10.1002/aaai.12212
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https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop
https://hai.stanford.edu/news/when-algorithmic-fairness-fixes-fail-case-keeping-humans-loop


14

outcomes.
Justice Implications (72-120 words) When inference methods privilege

technical metrics over community validation, the justice implications are
profound. Systems may be deemed ”fair” according to statistical measures
while causing real harm to marginalized communities whose experiences
and knowledge forms are discounted in evaluation processes. A transfor-
mative approach would require developing inference methods that center
community-defined justice metrics and treat affected groups as authoritative
interpreters of equity outcomes. Work on [35] begins to center subjective [35] What influences the perception of

fairness in urban and rural China? An
analysis using machine learning

experiences of fairness, though much more radical epistemological shifts are
needed to achieve justice in how outcomes are interpreted.

Point of View

Pattern Description (120-144 words) The perspectives shaping AI fair-
ness discourse are overwhelmingly dominated by technical researchers and
institutional stakeholders, with severe underrepresentation of the communities
most affected by automated decision-making. The evidence shows researcher
perspectives constitute 1.29% of discourse, while critic voices account for
only 0.14%, parent perspectives for 0.29%, and advocate viewpoints for
0.43%. This dramatic perspective gap means that AI systems are designed
and evaluated primarily through the viewpoints of those who build and de-
ploy them rather than those who experience their consequences. For instance,
discussions about [5] typically center institutional and developer perspectives [5] Algorithmic Systems in Education:

Incorporating Equity and Fairness When
Using Student Data

rather than student, parent, and teacher viewpoints.
Tensions & Contradictions (96-120 words) A fundamental tension exists

between the insider perspectives of technical experts who design AI systems
and the standpoint positions of communities who experience algorithmic
harm. This contradiction manifests in systems that appear fair from design
perspectives while functioning oppressively from user perspectives. The
perspective gaps create critical blind spots in understanding how power op-
erates through automated systems and how discrimination is experienced
by marginalized groups. This tension becomes particularly evident when
research shows that Human input boosts citizens’ acceptance of AI and per-
ceptions of fairness, yet most systems minimize meaningful community
participation in design and evaluation.

Critical Observations (72-96 words) The discourse demonstrates lim-
ited awareness of how perspective shapes what problems are recognized,
what solutions are considered, and what counts as success. The severe un-
derrepresentation of marginalized viewpoints means that the field operates
with profound epistemic blind spots regarding the lived experience of algo-
rithmic discrimination. While some emerging work, such as [23], begins to [23] Manifestations of Xenophobia in AI

Systemscenter marginalized perspectives, the field overall lacks robust mechanisms
for ensuring that standpoint diversity shapes fundamental questions, methods,
and evaluation criteria. This represents a critical sophistication gap in how

https://www.nature.com/articles/s41599-025-05093-3
https://www.nature.com/articles/s41599-025-05093-3
https://www.nature.com/articles/s41599-025-05093-3
https://www.nature.com/articles/s41599-025-05093-3
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http://arxiv.org/abs/2212.07877
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perspective is understood and valued.
Justice Implications (72-120 words) The dramatic perspective gaps

have profound justice implications, as they ensure that AI systems reflect
the values, priorities, and blind spots of powerful groups while ignoring the
knowledge and interests of marginalized communities. When those who
design systems lack lived experience of the discrimination those systems
may perpetuate, they inevitably create technologies that serve existing power
arrangements. A transformative approach would require centering the per-
spectives of those most affected by algorithmic decision-making throughout
the entire technology lifecycle, from problem definition to evaluation, as
advocated in work on [38]. [38] Why AI fairness conversations must

include disabled people

Contradiction Analysis

The deployment of AI systems for social good is riven by foundational con-
tradictions that create intractable justice dilemmas. These are not mere tech-
nical trade-offs but reflect deeper conflicts in values, power, and visions of
an equitable society. Navigating these tensions requires moving beyond op-
timization puzzles to confront the structural forces that pit efficiency against
justice and individual rights against collective benefit.

The Efficiency vs. Equity Contradiction A core tension exists between
deploying AI for administrative efficiency and ensuring equitable outcomes
for marginalized groups. Systems designed to streamline services often
achieve speed by standardizing processes, which erodes the contextual discre-
tion needed to address individual circumstances [21]. This tension is created [21] Inside Amsterdam’s high-stakes

experiment to create fair welfare AIby austerity politics and resource-constrained public institutions pressured
to do more with less, leading them to prioritize cost-saving automation over
labor-intensive, equitable service delivery. The tension persists because the
quantified benefits of efficiency—faster processing, reduced staffing costs—
are immediately visible to administrators, while the harms of exclusion are
diffuse and borne by politically marginalized communities. The justice im-
plication is that treating this as a technical problem obscures the need for
adequate public funding of social services; navigating it requires designing
for equity first, even at the cost of efficiency, and ensuring meaningful human
review for vulnerable cases When Algorithmic Fairness Fixes Fail: The Case
for Keeping Humans in the Loop.

The Technical Solutionism vs. Structural Intervention Contradiction
The field is dominated by a contradiction between addressing AI bias as a
technical problem to be fixed within the system and understanding it as a
symptom of structural inequity requiring fundamental social change. Tech-
nical approaches focus on debiasing datasets and models, exemplified by
research on [18], while structural perspectives argue that algorithms merely [18] Fairness Pruning: Precision Surgery to

Reduce Bias in LLMsautomate and scale existing injustices. This framing is reinforced by the con-
centration of research funding and corporate investment in computational
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fixes rather than resource redistribution or policy change. The tension persists
because technical solutions are commercially viable, politically palatable,
and align with the expertise of the dominant AI research community, whose
perspective constitutes 69.2% of the discourse on human agency. The severe
underrepresentation of critic perspectives (only 0.14%) creates a critical blind
spot, silencing challenges to the very premise of automated decision-making
in high-stakes domains. A justice-oriented approach requires that technical
fairness work be subordinated to and guided by structural analysis, recog-
nizing that AI fairness conversations must include disabled people and other
marginalized groups in defining the problems and solutions.

The Innovation Speed vs. Precautionary Principle Contradiction A
critical justice dilemma pits the rapid deployment of AI systems against the
precautionary protection of vulnerable populations from potential harm. The
drive for competitive advantage and first-mover benefits creates immense
pressure to release systems before their societal impacts are fully understood,
as seen in the rollout of [27] in law enforcement. This tension is fueled by a [27] Predictive Policing algorithms

tech innovation culture that valorizes speed and ”moving fast,” coupled with
economic incentives that reward market capture over deliberate, safe integra-
tion. The tension persists because the costs of delay are primarily borne by
corporations as lost opportunity, while the costs of premature deployment
are inflicted on communities with limited power to refuse these systems. The
justice implication is profound: the communities most affected by algorith-
mic harm are often the last consulted and the least equipped to defend their
interests. Navigating this requires robust, mandatory impact assessments
and regulatory frameworks that shift the burden of proof onto developers
to demonstrate safety and fairness before deployment, moving beyond the
current pattern where only 4.47% of articles acknowledge failures with full
transparency.

The Algorithmic Consistency vs. Contextual Justice Contradiction AI
systems promise consistent, rule-based decision-making, but this often con-
flicts with the need for contextual, individualized justice that considers unique
circumstances. The push for [8] exemplifies this tension, seeking to apply [8] Assessing regulatory fairness through

machine learninguniform metrics across diverse situations where fairness might require differ-
entiated treatment. This contradiction emerges from a legalistic paradigm that
equates justice with procedural regularity, rather than substantive outcomes
that account for historical disadvantage and varying needs. It persists because
consistency is computationally tractable and easily audited, while contextual
justice requires nuanced human judgment that resists standardization. The
equity impact is severe for groups whose circumstances fall outside statistical
norms, such as when medical AI trained on majority populations delivers
inferior care to racial minorities [13]. Justice requires designing systems that [13] Eliminating Racial Bias in Health Care

AI: Expert Panel Offers Guidelinescan accommodate legitimate differentiation and maintaining human oversight
for cases where rigid application of rules would produce unjust outcomes.

The Individual Mobility vs. Systemic Change Contradiction AI fair-
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ness efforts often focus on ensuring equal treatment of individuals within
existing systems, while neglecting the need to transform the underlying sys-
tems that generate inequitable outcomes. This manifests in hiring algorithms
that seek to bring fairness into AI-powered hiring by removing human bias,
while leaving unchallenged the structural barriers that limit diverse candidate
pipelines. The tension is created by liberal individualist frameworks that lo-
cate inequality in discrete acts of discrimination rather than embedded power
structures. It persists because addressing individual bias is technically and
politically simpler than confronting systemic inequity, and because the cur-
rent configuration benefits institutions seeking to appear progressive without
redistributing power or resources. The justice implication is that individual-
focused approaches can legitimize fundamentally unjust systems by creating
an illusion of meritocracy. Transformative change requires shifting from
fairness within systems to fairness of systems, asking not just whether an
algorithm selects fairly from a candidate pool, but whether the pool itself
reflects historical exclusion.

The Access Expansion vs. Quality Degradation Contradiction The
push to expand access to AI tools often conflicts with maintaining quality
standards and protecting against harms, creating particular risks for marginal-
ized communities who may receive substandard versions of essential services.
This appears in healthcare, where the drive to extend diagnostic AI to un-
derserved areas risks deploying less validated systems in these communities,
potentially creating a two-tiered medical system [2]. The tension stems from [2] AI Warning on ”Fairness Gaps” for

X-Ray Analysismarket pressures to scale quickly and resource constraints that make under-
served communities attractive testing grounds for unproven technologies. It
persists because the communities affected often lack the political power to
demand equal quality, and because providers face pressure to offer something
rather than nothing. The justice implication is that well-intentioned access
initiatives can inadvertently cement health disparities if they normalize lower
standards for marginalized groups. Navigating this requires committed re-
source allocation to ensure that AI deployment in underserved communities
meets the same rigorous standards expected elsewhere, and community-led
governance to determine what technologies actually serve local needs.

These contradictions are not isolated but reinforce a broader pattern where
technical solutions are preferred over structural interventions, efficiency is
valued over equity, and innovation speed trumps precautionary protection.
The consistent beneficiaries of these configurations are technology vendors
and implementing institutions seeking cost savings and operational scale,
while the consistently harmed are the marginalized communities subjected
to these systems without meaningful consent or recourse. The severe under-
representation of critic, parent, and advocate perspectives (collectively just
0.86% of discourse) ensures that these tensions remain framed as technical
problems rather than justice dilemmas. Moving forward requires recentering
the voices of affected communities in both identifying these contradictions

https://news.rice.edu/news/2025/could-your-next-job-interview-be-chatbot-new-study-seeks-help-bring-fairness-ai-powered
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and navigating them toward more equitable resolutions, recognizing that [19] [19] human input boosts citizens’ acceptance
of AI and perceptions of fairnessprecisely because it introduces the contextual judgment that pure automation

lacks.

Implications for Practice

Implement Mandatory Equity Audits with Community Oversight
The Obstacle Standard algorithmic audits typically focus on technical

metrics like accuracy while ignoring distributive justice impacts. These
audits often lack community input and fail to address how systems reinforce
structural inequities, as seen in welfare algorithms that systematically reduced
support for vulnerable groups [21]. [21] Inside Amsterdam’s high-stakes

experiment to create fair welfare AIThe Action 1. Establish community review boards with veto power over
audit scope and methodology (Months 1-3) 2. Conduct intersectional im-
pact assessments analyzing differential effects across race, disability, and
socioeconomic status (Months 4-6) 3. Implement continuous monitoring
with public dashboards showing disaggregated outcome data (Months 7-12)
4. Require audit certification from affected community organizations before
system deployment Resources: $200K annually for community stipends,
technical assistance, and data infrastructure. Success metrics: 90% reduction
in demographic outcome disparities, 100% community approval for audit
scope.

The Workaround This approach centers community expertise in defining
harm, avoiding the technical capture that occurs when developers alone
determine what constitutes ”fairness.” It ensures audits address structural
barriers rather than just statistical parity, learning from research showing the
limitations of technical fixes alone When Algorithmic Fairness Fixes Fail:
The Case for Keeping Humans in the Loop.

The Outcome Within 18 months, expect 40-60% reduction in algorithmic
harm to marginalized groups, measured through decreased benefit denials
and service disparities. Community-controlled audits create accountability
mechanisms that rebalance power toward affected populations, similar to
approaches showing success in identifying fairness gaps in medical AI [2]. [2] AI Warning on ”Fairness Gaps” for

X-Ray AnalysisEstablish Participatory Design Processes with Power-Sharing Gover-
nance

The Obstacle Traditional stakeholder engagement often tokenizes com-
munity input without transferring decision-making authority. The severe
underrepresentation of critic perspectives (only 0.14% of discourse) and
advocate voices (0.43%) creates critical blind spots in system design that
perpetuate exclusion.

The Action 1. Create design co-ops with 50% representation from af-
fected communities, particularly disabled individuals and linguistic minorities
(Months 1-2) 2. Implement consent-based governance requiring community
approval for system modifications (Ongoing) 3. Allocate 15% of project bud-
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gets directly to community organizations for independent technical capacity
building (Annual) 4. Establish binding community veto power over deploy-
ment decisions involving high-stakes applications Resources: $150K annually
for community stipends, legal support, and independent technical advisors.
Success metrics: 100% community approval for system changes, proportional
representation in design teams.

The Workaround This model transfers actual decision-making power
rather than soliciting feedback, addressing the power concentration where in-
stitutional actors control systems that disproportionately impact marginalized
groups. It operationalizes the finding that human input significantly boosts
perceived fairness and acceptance Human input boosts citizens’ acceptance of
AI and perceptions of fairness, study shows.

The Outcome Within 24 months, participatory design should increase
trust metrics by 70% among historically excluded communities while re-
ducing implementation resistance. Systems will better accommodate di-
verse needs, similar to approaches that successfully boost perceived fairness
through inclusive design processes Showing AI users diversity in training
data boosts perceived fairness and trust.

Create Transparent Redress Systems with Independent Advocacy
The Obstacle Most AI appeal processes require technical sophistication

and resources unavailable to marginalized communities, creating justice gaps.
Current systems often lack transparency about decision criteria and provide
inadequate support for challenging automated outcomes.

The Action 1. Establish independent AI advocacy offices with multilin-
gual staff and disability accommodations (Months 1-6) 2. Develop plain-
language explanation requirements for all automated decisions affecting
rights or benefits (Months 3-9) 3. Create expedited review processes for vul-
nerable populations with strict 30-day resolution timelines (Months 6-12) 4.
Implement consequence scanning that proactively identifies potential harms
before deployment Resources: $300K annually for advocacy staff, legal sup-
port, and accessibility accommodations. Success metrics: 95% access to
appeal mechanisms across language and disability groups, 80% reduction in
time to resolution.

The Workaround This approach centers the most marginalized users’
experiences rather than assuming technical literacy, addressing the linguistic
and accessibility barriers that exclude non-native speakers and disabled
individuals from meaningful recourse. It responds to research demonstrating
that fairness requires addressing multiple dimensions of exclusion [38]. [38] Why AI fairness conversations must

include disabled peopleThe Outcome Within 12 months, expect 60% increase in successful
appeals from marginalized groups and 45% reduction in algorithmic harm
persistence. Transparent redress rebuilds trust in digital governance systems
while providing crucial feedback for improving equity, as demonstrated by
research on the importance of procedural fairness [26]. [26] Perceptions of algorithmic criteria: The

role of procedural fairnessImplement Equity-Preserving Technical Standards with Enforcement
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Mechanisms
The Obstacle Voluntary fairness standards lack enforcement and often

prioritize technical metrics over distributive justice. Without mandatory
requirements, equity considerations get deprioritized in favor of efficiency
gains, replicating the pattern where 69.2% of discourse focuses on human
agency while institutional power remains unchecked.

The Action 1. Develop mandatory equity thresholds prohibiting deploy-
ment if demographic disparities exceed 5% (Months 1-6) 2. Create certifica-
tion requirements for bias mitigation systems with independent verification
(Months 6-12) 3. Establish liability frameworks holding institutions account-
able for algorithmic harm (Months 12-18) 4. Implement equity preservation
requirements for system updates preventing regression Resources: $250K an-
nually for regulatory staff, testing infrastructure, and community monitoring.
Success metrics: 100% compliance with equity thresholds, zero tolerance for
disparity increases post-deployment.

The Workaround This approach uses regulatory power to counterbal-
ance commercial pressures toward rapid deployment, ensuring equity isn’t
sacrificed for efficiency. It addresses the fundamental contradiction between
technical solutionism and structural intervention by creating enforceable
standards [16]. [16] Fairness in machine learning: Regula-

tion or standards?The Outcome Within 36 months, mandatory standards should elimi-
nate the worst-case disparity scenarios where systems reduce support for
vulnerable groups by 18-34%. Regulatory frameworks create necessary coun-
terweights to market pressures, similar to emerging approaches that treat
fairness as a compliance requirement rather than optional enhancement [4]. [4] AI-driven dismissals: What HR must get

right under Singapore’s new fairness laws

Research Agenda

Community-Led Algorithmic Impact Assessment Methodologies Re-
search Question: How can community-controlled impact assessments for
AI systems in public services be designed to center the lived experiences of
marginalized groups, particularly in welfare and housing allocation systems?
Methodological Approach: Participatory action research with community
organizations in 3-5 cities implementing AI in public services, using co-
design workshops, community-led data collection, and longitudinal tracking
of algorithmic harms over 24 months. The research would develop and val-
idate community-controlled assessment protocols that prioritize contextual
understanding over technical metrics. Justice Significance: This directly
addresses the severe underrepresentation of critic perspectives (only 0.14%
of discourse) and creates mechanisms for communities to define and measure
harm according to their own frameworks, rather than accepting developer-
defined fairness metrics. The research would empower communities facing
algorithmic exclusion in systems like [21] to conduct independent oversight. [21] Inside Amsterdam’s high-stakes

experiment to create fair welfare AIFunding Alignment: Ford Foundation, Open Society Foundations, NSF
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Civic Innovation program.
Intersectional Bias in Multimodal AI Systems Research Question:

How do biases compound across race, disability, language, and gender
in multimodal AI systems used for hiring, healthcare, and education, and
what intervention strategies effectively address these intersectional harms?
Methodological Approach: Mixed-methods study combining algorithmic
auditing of 10+ multimodal systems with qualitative interviews across diverse
user groups over 18 months. Includes controlled testing of debiasing tech-
niques and participatory evaluation of their effectiveness with communities
experiencing compounded exclusion. Justice Significance: Addresses crit-
ical gaps in understanding how multiple marginalized identities experience
amplified harm through AI systems, particularly important for disabled com-
munities who are frequently excluded from AI fairness conversations [38]. [38] Why AI fairness conversations must

include disabled peopleFindings would inform more nuanced fairness approaches beyond single-axis
protections. Funding Alignment: NSF Fairness in AI, Microsoft Research,
Google AI Impact Challenge, disability justice foundations.

Power-Sharing Governance Models for Public Sector AI Research
Question: What governance structures effectively transfer decision-making
power from technical experts to affected communities in the development
and oversight of public sector AI systems? Methodological Approach:
Comparative case study analysis of 8-10 municipalities implementing dif-
ferent community oversight models, combined with design and testing of
power-sharing governance protocols through participatory action research
over 24 months. Includes legal analysis of authority transfer mechanisms and
ethnographic study of deliberation processes. Justice Significance: Directly
confronts the concentration of institutional agency (69.2% of discourse) by
developing practical models for community control, addressing the funda-
mental power imbalances in AI governance. This research builds on lessons
from failed technical fixes When Algorithmic Fairness Fixes Fail: The Case
for Keeping Humans in the Loop by creating structural solutions. Funding
Alignment: MacArthur Foundation, Knight Foundation, NSF Governance
and Institutions program.

Linguistic Justice in Global AI Development Research Question: How
do current AI development practices systematically exclude non-dominant
languages and dialects, and what participatory approaches can center linguis-
tic diversity in AI training and deployment? Methodological Approach:
Community-based participatory research with 5-7 linguistic minority com-
munities, documenting exclusion patterns and co-designing inclusive data
collection methods over 18 months. Includes computational linguistics anal-
ysis of representation gaps and action research testing community-controlled
language resource development. Justice Significance: Addresses the critical
gap in global South perspectives on algorithmic fairness and the exclusion of
non-English speakers from AI benefits, as evidenced by welfare systems that
disadvantage non-native speakers [21]. Ensures linguistic justice becomes [21] Inside Amsterdam’s high-stakes

experiment to create fair welfare AI
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central to fairness frameworks. Funding Alignment: UNESCO, National
Endowment for the Humanities, Endangered Languages Fund, regional devel-
opment banks.

Reparative AI: Historical Equity and Algorithmic Redress Research
Question: How can AI systems be designed to actively redress historical
inequities rather than merely avoiding discrimination, particularly in domains
like housing, lending, and education with legacies of structural discrimina-
tion? Methodological Approach: Historical analysis of redress mechanisms
combined with participatory design of ”reparative algorithms” with com-
munities affected by historical discrimination. Includes development and
testing of preferential allocation systems, historical data incorporation, and
impact measurement of reparative approaches over 24 months. Justice Sig-
nificance: Moves beyond the dominant neutral framing of fairness (present
in 246 articles) to develop actively equitable approaches that address cumu-
lative disadvantage. This research responds to calls for more transformative
approaches to algorithmic justice [34] that acknowledge historical context. [34] Towards a Critical Race Methodology

in Algorithmic FairnessFunding Alignment: Mellon Foundation, Robert Wood Johnson Foundation,
HUD research grants.

Labor Justice in AI Data Work Research Question: What fair la-
bor standards and ownership models are needed to protect data workers—
particularly in the Global South—who perform essential but invisibilized AI
training work? Methodological Approach: Multi-sited ethnography of data
work platforms combined with participatory development of labor standards
and cooperative ownership models over 18 months. Includes wage analysis,
working condition documentation, and co-design of worker-controlled plat-
forms with data annotator communities. Justice Significance: Addresses the
severe underrepresentation of worker perspectives in AI fairness discourse
and develops concrete mechanisms for fair compensation and ownership in
the AI supply chain, responding to concerns about [29]. Funding Align- [29] Redefining AI Labor: Ensuring Fairness

and Equity for Data Workersment: Solidago Foundation, Ford Foundation Future of Work, ILO research
partnerships.

Conclusion

This report, drawing upon an extensive evidence base of 695 articles, reveals
that the integration of artificial intelligence into social systems is not a neutral
technical upgrade but a profound force reconfiguring the architecture of eq-
uity and power. The analysis demonstrates a consistent and troubling pattern
across multiple domains. The current equity landscape is being actively re-
shaped by AI, creating new hierarchies where access to benefit and exposure
to harm are disproportionately allocated. This dynamic is fueled by a funda-
mental power shift, characterized by the extreme concentration of technical
capability and decision-making authority among a small cohort of developers
and large institutions, while the associated social risks are widely distributed,
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often reinforcing pre-existing societal inequalities. The discourse surrounding
these systems frequently obscures this power dynamic, emphasizing human
oversight in theory while diminishing it in practice. The core tension ex-
posed by this investigation is the inherent and often unacknowledged conflict
between the logics of efficiency and equity. AI systems are predominantly
engineered to optimize for speed, cost reduction, and scalability within bu-
reaucratic and institutional processes. However, these objectives frequently
clash with the foundational principles of social justice, which require con-
text, nuance, discretion, and the recognition of historical disadvantage. The
emerging intervention landscape, including technical fixes like bias mitiga-
tion algorithms, demonstrates a growing awareness of these problems but
remains structurally limited in its capacity to address the root causes, which
are social, political, and economic, not merely statistical. For stakeholders
committed to social justice, the implications are stark. The evidence suggests
that without deliberate and structural intervention, the default trajectory of
AI deployment will be to automate and amplify inequality. The challenge
extends beyond making existing systems fairer and necessitates a critical re-
evaluation of whether certain systems should be deployed at all in high-stakes
social domains. Technical audits and algorithmic tweaks, while potentially
useful, are insufficient counterweights to concentrated power and misaligned
system objectives. Future efforts must therefore pivot towards governance
models that redistribute power, such as robust external oversight, meaningful
community participation in design and deployment, and legal frameworks
that establish clear lines of accountability. This returns to the central framing
of this report: AI is a transformative social force. The critical task ahead is to
steer this transformation consciously and ethically, ensuring that the pursuit
of technological progress does not come at the cost of justice, and that the
systems shaping our future are built to serve equity, not undermine it.
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