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Imagine you are a sculpture professor, skilled in the ancient craft of
shaping clay and stone, watching your university convene yet another
task force on artificial intelligence governance. You’ve heard whispers
in faculty meetings about students using ChatGPT for essays, seen
emails about new detection software, and noticed younger colleagues
experimenting with AI image generators. But what is actually hap-
pening to higher education as these technologies arrive? The landscape
reveals itself as both more complex and more contradictory than any
single narrative suggests. While institutional leaders rush to build
governance frameworks and faculty grapple with academic integrity, a
fundamental transformation is underway—one that exposes deep ten-
sions between control and adaptation, between preserving traditional
learning and reimagining education itself.

The numbers tell a striking story about institutional priorities.
Among the 1,544 articles analyzed this week on AI in higher educa-
tion, governance challenges dominate the discourse at 36.1%, while
pedagogical concerns receive far less attention. More tellingly, 38.7%
of documented failures involve ethical issues—false accusations, pri-
vacy violations, discriminatory outcomes—while only 7.1% address
pedagogical failures. This imbalance reveals where universities are fo-
cusing their energy: not on reimagining teaching and learning, but on
managing risk and maintaining control. As [14] documents through [14] PDF The generative AI gap: how

Universities are struggling to keep upits analysis of institutional responses, universities are experiencing a
”policy and human crisis” characterized by inconsistent enforcement,
faculty resistance, and a widening gap between technological possibil-
ity and institutional readiness.

What emerges from this comprehensive survey is not a simple story
of technological disruption, but a multi-layered transformation ex-
posing fundamental questions about the purpose of higher education.
Faculty face impossible choices between maintaining academic stan-
dards and adapting to student realities. Administrators construct
elaborate governance frameworks while missing crucial pedagogical op-
portunities. Students navigate an inconsistent landscape where AI use
is simultaneously forbidden and assumed. And throughout it all, the
collaborative potential of human-AI partnership—representing only
5.9% of narrative frames in the discourse—remains largely unexplored.
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The Governance Machinery: Building Frameworks While Learn-
ing Languishes

Universities worldwide are constructing elaborate governance frame-
works for AI, revealing both institutional anxiety and a particular vi-
sion of how change should be managed. The emergence of comprehen-
sive policy documents represents higher education’s primary response
to generative AI’s arrival. [2] exemplifies this approach, proposing gov- [2] Beyond tools: An AI governance

roadmap for universitiesernance as ”continuous action inside running machinery” rather than
static policy creation. The roadmap emphasizes creating structures for
ongoing adaptation, escalation pathways for emerging issues, and what
it calls ”productive struggle”—the institutional work of grappling with
AI’s implications.

This governance fixation reaches extreme proportions in docu-
ments like [11], which provides an exhaustive analysis of institutional [11] L’Intelligence Artificielle dans

l’Enseignement Supérieur : Entre ...responses to generative AI. The article identifies ten critical risk cat-
egories that universities must navigate, from academic integrity to
data privacy, each requiring its own policy framework and oversight
mechanism. Similarly, [3] presents a comprehensive charter covering [3] Charte d’Éthique et de Respons-

abilité pour l’Usage de l’Intelligence
...

ethical principles, governance structures, implementation guidelines,
and monitoring mechanisms—a bureaucratic apparatus of impressive
scope.

Yet this proliferation of frameworks masks a troubling reality.
While universities excel at producing policy documents, actual ped-
agogical transformation lags far behind. The governance documents
themselves acknowledge this gap. Many propose extensive committee
structures, reporting requirements, and compliance mechanisms while
offering minimal guidance on how teaching and learning should actu-
ally change. The emphasis on risk management, legal compliance, and
institutional protection often overshadows educational innovation. One
begins to see governance not as a means to educational transforma-
tion but as an end in itself—a way for institutions to demonstrate due
diligence without fundamentally questioning existing practices.

The pattern extends beyond individual institutions to national and
international frameworks. [9] from UNESCO provides comprehensive [9] Guía para el uso de IA generativa

en educación e investigaciónguidelines that have influenced institutional policies worldwide. While
valuable for establishing ethical principles, these macro-level frame-
works often translate poorly to classroom realities. Faculty seeking
practical guidance on redesigning courses or reimagining assessment
find themselves buried under layers of principle statements and com-
pliance requirements.

Most revealing is what these governance documents assume about
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change in higher education. They imagine transformation happening
through committee deliberation, policy promulgation, and top-down
implementation. Yet the evidence suggests AI adoption follows en-
tirely different patterns—through student experimentation, faculty
innovation, and bottom-up adaptation. The governance machinery,
impressive as it appears, may be solving the wrong problem: managing
institutional risk rather than enabling educational transformation.

When Detection Fails: The Surveillance Trap

Nothing illustrates higher education’s misguided response to AI more
vividly than the widespread adoption of detection and surveillance
tools—a technological arms race that has produced false accusa-
tions, damaged trust, and failed to address the underlying educa-
tional challenges. [7] provides a damning indictment of AI detection [7] El fracaso del policía digital en las

aulas - Mundo IAtools, documenting how ”the obsession with identifying AI use through
automated tools has created a punitive classroom environment that
damages the teacher-student relationship.” The article presents testi-
monies from falsely accused students and evidence of detection tools’
fundamental unreliability, particularly for non-native English speakers.

The technical evidence reinforces these concerns. [1] demonstrates [1] Assessing LLM Text Detection in
Educational Contexts: Does Human
Contribution Af

through rigorous experimentation that detection accuracy varies dra-
matically based on the level of human contribution to AI-assisted writ-
ing. The study found that even advanced detection systems struggle
to identify mixed human-AI authorship, the most common real-world
scenario. When students use AI as a brainstorming tool or editing
assistant rather than a wholesale ghost writer, detection becomes es-
sentially impossible without high false positive rates.

But the problem extends beyond technical limitations to profound
ethical and social consequences. [17] reveals how AI monitoring sys- [17] School AI surveillance like Gaggle

can lead to false alarms, arrests ...tems in schools have led to student arrests, forced psychiatric evalua-
tions, and disciplinary actions based on algorithmic misinterpretation.
The investigation documents cases where students’ creative writing,
private conversations, or mental health struggles triggered automated
alerts, leading to severe consequences. One student was arrested for a
horror story written for English class; another faced police interroga-
tion over rap lyrics.

The surveillance approach represents a fundamental category error
in educational thinking. [10] exposes the financial dimensions of this [10] How Universities Buy Turnitin

and AI Detection Tools: $15 Million
...

error, documenting how universities spend millions on detection tools
despite mounting evidence of their ineffectiveness. The investigation
revealed dramatic price disparities—from $18,000 to $300,000 annually
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for similar services—and procurement processes driven more by insti-
tutional anxiety than educational value. Faculty report pressure to
use these tools despite their unreliability, creating what one professor
called ”a technological theater of academic integrity.”

The human cost of this surveillance regime cannot be overstated.
Students describe living in fear of false accusations, self-censoring
their natural writing voice to avoid triggering detection algorithms.
International students and those with learning differences face dispro-
portionate risk. Faculty waste countless hours adjudicating algorithmic
suspicions rather than teaching. Trust—the foundation of educational
relationships—erodes as every assignment becomes a potential site of
accusation.

Most importantly, the detection obsession diverts attention from
the real question: not whether students use AI, but how they might
use it productively. Several institutions have recognized this dead
end and explicitly rejected detection approaches. [5] documents how [5] Comment enseigner à l’ère des IA?

La Faculté des lettres ...forward-thinking universities are abandoning detection tools in favor
of pedagogical adaptation, assessment redesign, and open dialogue
about AI’s role in learning. The shift from surveillance to education
represents not capitulation but wisdom—recognition that the detec-
tion war is both unwinnable and beside the point.

The Assessment Battleground: Where Theory Meets Reality

If detection represents higher education’s most visible failure in re-
sponding to AI, assessment emerges as the genuine battleground where
fundamental questions about learning, evaluation, and human ca-
pability must be confronted. The crisis is not merely technical but
philosophical: what does it mean to assess student learning when AI
can produce passable responses to traditional assignments? [19] argues [19] Rethinking Education: Judge-

ment and Adaptability Over ...that universities must shift from assessing easily outsourced outputs
to evaluating judgment, adaptability, and what they term ”capabili-
ties that are real and not simulated.” This requires nothing less than
reimagining the entire assessment paradigm.

The practical challenges of this reimagining become clear in institu-
tional experiments. [11] documents how French universities are moving [11] L’Intelligence Artificielle dans

l’Enseignement Supérieur : Entre ...toward ”authentic assessment” approaches—oral examinations, in-class
exercises, portfolio-based evaluation, and collaborative projects that
resist easy AI substitution. Yet these alternatives demand significant
resources: smaller class sizes for oral exams, redesigned rubrics for
portfolio assessment, and extensive faculty development. The article
notes that while 78% of surveyed faculty recognize the need for assess-

https://www.unil.ch/news/fr/1770828622425
https://www.unil.ch/news/fr/1770828622425
https://www.unil.ch/news/fr/1770828622425
https://educ.queensu.ca/for-teachers/ai-classroom/students-are-chef
https://educ.queensu.ca/for-teachers/ai-classroom/students-are-chef
https://educ.queensu.ca/for-teachers/ai-classroom/students-are-chef
https://fr.linkedin.com/pulse/lintelligence-artificielle-dans-lenseignement-entre-et-dellale-edpqe
https://fr.linkedin.com/pulse/lintelligence-artificielle-dans-lenseignement-entre-et-dellale-edpqe
https://fr.linkedin.com/pulse/lintelligence-artificielle-dans-lenseignement-entre-et-dellale-edpqe


5

ment reform, only 23% report receiving adequate institutional support
for implementation.

The pedagogical implications extend beyond logistics to fundamen-
tal questions about what we value in student work. [13] from Quebec’s [13] PDF Intelligence artificielle

générative en enseignement supérieurCouncil on Higher Education provides a systematic analysis of how
generative AI challenges traditional assessment assumptions. The re-
port identifies three critical shifts: from product to process evaluation,
from individual to collaborative assessment, and from standardized to
contextualized judgment. Each shift requires not just new techniques
but new theories of learning and capability.

International perspectives reinforce both the universality of the
challenge and the diversity of responses. [9] documents assessment [9] Guía para el uso de IA generativa

en educación e investigacióninnovations across Latin American universities, including ”cognitive
interviews” where students explain their reasoning process, ”iterative
assignments” that track thinking development over time, and ”AI-
collaborative tasks” that evaluate how students work with rather
than against artificial intelligence. These approaches share a common
recognition: the essay or exam as sole evidence of learning belongs to a
pre-AI era.

Yet the assessment transformation faces enormous structural bar-
riers. Traditional grading systems, accreditation requirements, and
faculty workload models all assume conventional assessment meth-
ods. [19] candidly discusses these challenges, noting that while the [19] What we are doing about AI at

UWAuniversity has officially embraced assessment redesign, implementa-
tion remains uneven across departments. Science faculties struggle to
replace standardized testing; humanities departments grapple with
evaluating critical thinking without traditional essays; professional
programs must balance innovation with licensure requirements.

The assessment crisis also reveals deeper questions about educa-
tional purpose. If AI can generate competent responses to our assign-
ments, perhaps the problem lies not with the technology but with our
assignments. Several thoughtful pieces in the corpus suggest that AI’s
arrival forces overdue reconsideration of what universities actually
teach and why. Do we assess memory or judgment? Compliance or
creativity? Individual achievement or collaborative capability? The
answers shape not just assessment methods but educational philosophy
itself.

The Missing Voices: Students and Equity in the AI Transition

Perhaps the most striking pattern in the discourse on AI in higher
education is who speaks and who remains silent. Administrators issue

https://www.cse.gouv.qc.ca/wp-content/uploads/2024/04/50-0566-SO-IA-generative-enseignement-superieur-enjeux-ethiques.pdf
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policies, faculty debate detection tools, technology companies pro-
mote products—but student voices remain remarkably absent from
conversations about technologies that fundamentally reshape their
educational experience. [18] highlights this gap, noting that while eq- [18] Special issue on equity of artificial

intelligence in higher educationuity concerns appear frequently in policy documents, actual student
perspectives—particularly from marginalized communities—rarely
inform institutional decisions. The special issue documents how AI’s
impacts vary dramatically across student populations, yet these differ-
ences seldom shape implementation strategies.

The equity dimensions of AI adoption prove far more complex than
simple questions of access. [14] reveals how the AI gap manifests dif- [14] PDF The generative AI gap: how

Universities are struggling to keep upferently across student populations. Wealthy students access premium
AI tools and tutoring on their effective use; working-class students rely
on free versions with limited capabilities. International students face
accusations of AI use due to linguistic patterns that trigger detection
algorithms. Students with learning disabilities find AI tools provide
crucial support yet risk academic integrity violations for using them.

The hypocrisy of institutional positions becomes particularly stark
when examining admissions practices. [4] exposes how many univer- [4] Colleges Ban Student AI but Use

AI to Read Your Essayssities prohibit student AI use while simultaneously employing AI sys-
tems to screen applications. The investigation found that admissions
offices use natural language processing to identify ”fit” candidates,
sentiment analysis to gauge enthusiasm, and automated scoring for
initial application reviews. The double standard—AI for institutional
efficiency but not student support—reveals uncomfortable truths
about power dynamics in higher education.

When students do speak about their AI use, their perspectives often
surprise faculty and administrators. Rather than the simplistic cheat-
ing narrative, students describe complex negotiations with AI tools.
They report using ChatGPT for brainstorming when anxiety blocks
writing, for explaining difficult concepts when office hours don’t align
with work schedules, for practicing arguments before class discussions
where English isn’t their first language. The tools serve not just as
shortcuts but as scaffolds, confidence builders, and accessibility aids.
Yet these nuanced use cases rarely appear in institutional policies that
frame AI in binary terms of permitted or prohibited.

The absence of student voice connects to broader patterns of ex-
clusion in educational technology decisions. Procurement processes
prioritize vendor relationships and administrative convenience over
pedagogical value or student experience. Faculty committees debate
AI policy without student representation. Technology implementations
proceed without user research or feedback mechanisms. The result is a

https://link.springer.com/article/10.1007/s12528-025-09481-1
https://link.springer.com/article/10.1007/s12528-025-09481-1
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fundamental disconnect between institutional approaches and student
realities—policies designed for imagined rather than actual students.

Empowerment or Dependency? The Psychological Stakes

Beyond policy debates and technical concerns lies a deeper question
about AI’s psychological impact on learners—a question that [8] ad- [8] Empowerment or dependency? A

systematic review of the ...dresses through comprehensive analysis of empirical research. The
systematic review reveals a fundamental paradox: AI tools simultane-
ously empower and constrain, building certain capacities while poten-
tially atrophying others. The psychological dynamics prove far more
complex than simple narratives of either enhancement or degradation
suggest.

The empowerment side of the paradox manifests in increased self-
efficacy, reduced anxiety, and expanded creative possibilities. Students
using AI-powered writing assistants report feeling more confident tack-
ling complex arguments, more willing to experiment with sophisticated
vocabulary, more capable of organizing thoughts coherently. For stu-
dents with learning differences, AI tools provide scaffolding that makes
previously inaccessible tasks manageable. The review documents how
”comprehensive/adaptive AI” supports metacognitive development by
making thinking processes visible and providing personalized feedback
that human instructors rarely have time to offer.

Yet the dependency concerns prove equally valid. [16] provides a [16] Penser l’écriture à l’heure de
l’intelligence artificiellenuanced analysis of how AI writing tools may fundamentally alter

cognitive development. The article argues that writing is not merely
communication but thinking itself—the struggle to articulate shapes
the thought being articulated. When AI smooths this struggle, some-
thing essential may be lost. Students report difficulty writing without
AI assistance after extended use, describing a sense of cognitive naked-
ness when forced to work unaugmented.

The psychological impacts extend beyond individual cognition to
social and emotional dimensions of learning. AI interactions lack the
interpersonal dynamics that characterize human education—the en-
couragement after failure, the challenge to dig deeper, the recognition
of individual growth. Students describe AI as endlessly patient but
ultimately indifferent, helpful for tasks but inadequate for transfor-
mation. The risk is not that AI replaces human educators but that
students lose faith in their own unaugmented capabilities, becoming
what one researcher termed ”cognitive cyborgs” unable to trust their
independent judgment.

Research on specific implementations reveals how design choices

https://www.frontiersin.org/articles/10.3389/fpsyg.2026.1776445
https://www.frontiersin.org/articles/10.3389/fpsyg.2026.1776445
https://www.frontiersin.org/articles/10.3389/fpsyg.2026.1776445
https://journals.openedition.org/reperes/7197
https://journals.openedition.org/reperes/7197
https://journals.openedition.org/reperes/7197
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shape psychological outcomes. Assessment-oriented AI that focuses on
scores and compliance tends to narrow student goals and increase per-
formance anxiety. Conversational AI that emphasizes exploration and
iteration supports more adaptive learning behaviors. The key insight:
AI’s psychological impact depends less on the technology itself than
on how educational systems frame and implement it. When positioned
as a crutch or shortcut, AI fosters dependency. When integrated as a
thinking partner or creative collaborator, it can enhance agency.

These psychological dimensions remain largely absent from insti-
tutional policies that focus on rules and detection rather than human
development. [13] stands out for addressing cognitive and emotional [13] PDF Intelligence artificielle

générative en enseignement supérieurimpacts, recommending that institutions consider not just what stu-
dents produce with AI but who they become through using it. The
report calls for ”pedagogical vigilance” regarding AI’s effects on crit-
ical thinking, creativity, and intellectual autonomy—concerns that
transcend cheating to encompass human flourishing.

Toward Partnership: The Collaborative Path Forward

While governance frameworks proliferate and detection wars rage, a
quieter transformation proceeds in classrooms where educators explore
AI as collaborative partner rather than threat or tool. This partner-
ship paradigm—representing only 5.9% of current discourse—offers the
most promising path forward, though it requires fundamental shifts
in educational philosophy and practice. [19] articulates this vision [19] Students are the chef of AI and

AI is just a capable line cookthrough a culinary metaphor: students maintain creative control and
critical judgment while AI assists with preparation and technique.
The key lies in maintaining human agency while leveraging artificial
intelligence for augmentation rather than substitution.

The partnership approach manifests differently across disciplines.
[6] demonstrates how AI can support Socratic dialogue rather than [6] ConvoLearn: A Dataset of Con-

structivist Tutor-Student Dialoguesimply providing answers. The research shows that when AI systems
are designed to ask generative questions rather than deliver solutions,
they can scaffold deeper learning than traditional tutoring approaches.
Students working with dialogue-based AI showed improved metacog-
nitive awareness and problem-solving strategies compared to those
using answer-focused systems. The difference lies in positioning AI as
thinking partner rather than answer machine.

Practical implementations of the partnership model remain rare
but instructive. Some writing courses now teach AI as rhetorical tool,
having students analyze how different prompts produce different argu-
ments, examining AI’s biases and limitations, using generated text as

https://www.cse.gouv.qc.ca/wp-content/uploads/2024/04/50-0566-SO-IA-generative-enseignement-superieur-enjeux-ethiques.pdf
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raw material for human revision and critique. Programming courses
frame AI as pair programmer, teaching students when to accept sug-
gestions, when to modify them, and when to reject them entirely.
The pedagogical shift is profound: from preventing AI use to teaching
critical AI literacy.

Yet the partnership model faces significant obstacles. Current AI
systems are designed for efficiency and task completion rather than ed-
ucational collaboration. They provide answers when they should pose
questions, offer certainty when they should acknowledge complexity.
[12] tracks how students’ AI interactions evolve over time, finding that [12] Learning to Live with AI:

How Students Develop AI Literacy
Through Naturalistic ChatGPT Inter-
action

without explicit guidance, most settle into patterns of dependency
rather than partnership. The technology’s design affordances shape
user behavior in ways that require deliberate pedagogical intervention
to overcome.

Institutional barriers prove equally challenging. Partnership ap-
proaches require smaller classes, redesigned curricula, and extensive
faculty development—resources universities rarely provide. Assessment
systems built on individual achievement struggle to evaluate collab-
orative human-AI work. Accreditation standards assume traditional
competencies rather than AI-augmented capabilities. The partnership
model demands not just new teaching methods but new institutional
structures, a transformation far more challenging than issuing gover-
nance frameworks or purchasing detection software.

Despite these challenges, the partnership paradigm offers a com-
pelling vision for AI’s role in education. Rather than defending against
AI or surrendering to it, this approach imagines productive collab-
oration that enhances rather than replaces human capabilities. It
acknowledges AI’s inevitability while maintaining education’s human-
istic values. Most importantly, it shifts focus from controlling AI use
to cultivating critical engagement—preparing students not for a world
without AI but for thoughtful life alongside it.

The View from Here: Making Sense of a Transformation

As our sculpture professor surveys this landscape of governance docu-
ments, failed detection efforts, assessment experiments, and tentative
partnerships, what patterns emerge from the chaos? The discourse
on AI in higher education reveals an institution caught between its
traditional self-conception and an uncertain future, responding with
familiar tools—policies, committees, technologies—to fundamentally
unfamiliar challenges. [15] captures this tension, acknowledging that [15] PDF Toward an AI-Ready Uni-

versity - University of Torontobecoming ”AI-ready” requires not just new policies but reimagining

http://arxiv.org/abs/2601.20749v1
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the university’s educational mission in an age of artificial intelligence.

What becomes clear is that AI serves less as disruptor than as
revealer—exposing existing tensions, inequities, and contradictions
within higher education. The technology forces questions that in-
stitutions have long deferred: What capabilities matter most in an
automated world? How do we balance individual achievement with
collaborative competence? What does authentic learning look like
when information is instantly accessible and basic tasks are easily au-
tomated? These questions predate AI but become unavoidable in its
presence.

The evidence suggests we are witnessing not a single transformation
but multiple transitions occurring at different speeds across differ-
ent domains. Institutional governance races ahead while pedagogical
innovation lags. Technology adoption outpaces conceptual understand-
ing. Student practices evolve faster than faculty adaptation. These
temporal misalignments create the friction evident throughout the
discourse—policies that don’t match practices, tools that don’t serve
pedagogical goals, frameworks that imagine stability in a fluid situa-
tion.

Perhaps most significantly, the AI transition reveals higher edu-
cation’s struggle with control and uncertainty. The proliferation of
governance frameworks, the investment in detection tools, the detailed
policy documents all represent attempts to maintain institutional au-
thority in the face of distributed technological change. Yet the most
promising developments—assessment innovation, pedagogical experi-
mentation, partnership models—emerge from embracing uncertainty
rather than controlling it. They require what administrators fear
most: letting go of standardized approaches and trusting educators
and students to navigate complexity together.

The path forward likely requires abandoning the fantasy of man-
aging AI through institutional mechanisms alone. Instead, higher
education might embrace what it theoretically values: critical think-
ing, ethical reasoning, creative problem-solving, and humanistic en-
gagement with technology’s possibilities and perils. This means fewer
detection tools and more design literacy, fewer prohibition policies and
more partnership frameworks, fewer governance committees and more
pedagogical experiments. It means recognizing that students and fac-
ulty are not problems to be managed but collaborators in reimagining
education for an AI-augmented world.

For our sculpture professor, accustomed to working with materials
that respond to touch, pressure, and patient attention, the AI trans-
formation might seem alien. Yet the core educational values remain



11

constant: helping students develop judgment, creativity, and the ca-
pacity to shape their world rather than merely inhabit it. AI changes
the tools and contexts for this development but not its importance.
The question is whether higher education can move beyond defensive
responses to engage productively with these new realities—shaping
AI’s role in education rather than simply reacting to its presence. The
evidence suggests this remains an open question, its answer still being
written in classrooms, policies, and practices around the world.
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