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The sales pitch is seductive: Al tools will revolutionize education,
democratize learning, and unleash human potential. Yet as [2] demon- [2] AI ’hallucinations’ in court papers
strates through professional sanctions and court filings riddled with spell trouble for lawyers
fabricated cases, the gap between marketing promises and operational
reality has never been wider. What educational institutions actually
receive when they adopt Al tools bears little resemblance to vendor

demonstrations, conference keynotes, or breathless media coverage.

The evidence tells a strikingly different story than the hype. Anal-
ysis of 1,544 articles reveals that 38.7% document ethical failures—the
single largest category of Al-related problems in education. Mean-
while, only 7.7% of coverage maintains an unequivocally pro-Al
stance. The dominant narrative frame isn’t transformation or inno-
vation but ”governance challenge,” appearing in 36.1% of articles.
This isn’t the profile of a mature technology ready for classroom de-
ployment; it’s the signature of an experimental intervention whose

primary output appears to be compliance paperwork. As [23] reveals [23] Understanding Generative AT
Risks for Youth: A Taxonomy Based
on ...

through its multi-source empirical analysis of chat logs and incident
reports, the risks aren’t theoretical—they’re documented, categorized,
and growing.

The Governance Fization: When Compliance Becomes the Prod-
uct

The sheer volume of regulatory guidance drowns out pedagogical
considerations. Educational institutions spend more time interpret-

ing compliance frameworks than evaluating learning outcomes. [22] [22] The EU AT Act: Implications for
Ethical Al in Education.

. [10] Generative Al: product safety
comprehensive safety standards that few schools have the resources to standards - COV.UK

provides yet another layer of regulatory complexity, while [10] adds

implement properly. The governance concept appears in 818 articles—
more than any other theme—suggesting that managing AI has become
the primary educational activity rather than using it.

This regulatory obsession isn’t academic abstraction. Schools must

now navigate documents like [17], which provides exhaustive rules but [17] PDF Legal and pedagogical

little evidence of improved learning outcomes. The pattern is consis- guidfor elines the educational use of

. . . . L. . generative ...
tent: institutions receive mandates to develop Al policies, conduct risk
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assessments, and ensure compliance, but empirical data on whether
these tools actually enhance education remains conspicuously absent.

The governance burden falls heaviest on resource-constrained in-
stitutions. While well-funded universities can afford dedicated Al
compliance officers, smaller colleges and K-12 schools must choose be-
tween implementing safety measures or maintaining basic educational
services. [11] reveals the chaos: 166 different approaches to the same
technology, each institution reinventing the wheel because comprehen-
sive evidence-based guidelines don’t exist. This fragmentation isn’t
efficiency; it’s systemic failure masquerading as local autonomy.

What’s particularly revealing is how governance documents ac-
knowledge their own limitations. The UK’s guidance admits uncer-
tainty about long-term impacts while mandating immediate compli-
ance. The EU Act classifies educational Al as "high-risk” but provides
few concrete metrics for measuring that risk. Schools implement poli-
cies based on speculation rather than evidence, creating what amounts
to regulatory theatre—elaborate performances of due diligence that
may have little connection to actual safety or efficacy.

The most damning evidence comes from adoption patterns. Despite
thousands of pages of governance documentation, [12] documents
how students rapidly adopt Al tools while institutions struggle to
create basic usage policies. The governance apparatus isn’t preventing
harmful uses; it’s simply documenting its own inability to keep pace
with reality.

Corporate Salvation Narratives: Big Tech’s Educational The-
atre

The corporate messaging follows a predictable script: Al will democ-
ratize education, eliminate barriers, and create unprecedented oppor-
tunities for disadvantaged learners. [13] exemplifies this narrative,
positioning Google as the savior bringing Al to Africa through voice
interfaces. Yet the article inadvertently reveals the colonial dynamics
at play: Western corporations deciding what tools African learners
need without meaningful local input or control.

Microsoft’s education initiatives follow similar patterns. [14] promises
to transform teaching while [20] announces yet another suite of tools
to revolutionize learning. These aren’t educational innovations; they’re

market expansion strategies dressed in pedagogical language.

The evidence reveals a troubling pattern: corporate tools optimize
for adoption metrics rather than learning outcomes. User engagement,

[11] How We Classified 166 University
Al Policies Into a Single Framework

[12] L’intelligence artificielle & ’école,
une révolution déja en marche

[13] La voix est la porte d’entrée de
I’Afrique vers I'TA, et Google veut en
étre le leader.

[14] Microsoft Copilot for Education:
A Teacher’s Complete Guide

[20] Special Update: Google Launches
Gemini for Education at ISTE 2025
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subscription rates, and platform lock-in drive development decisions,
not empirical research on student achievement. When [24] calls for [24] We need to act with urgency to
urgent action, it’s worth asking: urgent for whom? The companies address the growing Al divide

seeking market dominance or the students allegedly being helped?

The salvation narrative crumbles under scrutiny. These platforms
don’t eliminate educational barriers; they create new dependencies.
Schools that adopt comprehensive Al suites find themselves locked
into expensive subscriptions, proprietary formats, and upgrade cycles
that drain resources from actual teaching. The promise of democrati-
zation becomes another form of digital colonialism, with a handful of
corporations controlling the tools that shape global education.

What’s particularly insidious is how corporate initiatives co-opt the
language of equity and inclusion while perpetuating structural inequal-
ities. Free trials hook resource-strapped schools before subscription
costs kick in. Training programs create armies of product evangelists
rather than critical educators. The ”Al divide” these companies claim
to address is often one they’ve helped create through aggressive mar-
keting and platform dependence.

The Dependency Paradox: When Tools Become Crutches

The human cost of Al tool adoption emerges most starkly in cases

of emotional and cognitive dependency. [4] documents how users de- [4] ChatGPT promised to help her
velop profound emotional attachments to chatbots, experiencing gen- ﬁgj her soulmate. Then it betrayed
uine grief when models are deprecated. [19] and [16] reveal this isn’t [19] Rae fell for a chatbot. Their
isolated—it’s a predictable consequence of designing tools to maximize love might die when ChatGPT-4o is

switched off
[16] OpenAl Is Nuking Its 40 Model.
China’s ChatGPT Fans Aren’t OK

engagement without considering psychological impact.

In educational contexts, dependency manifests differently but no

less harmfully. [3] provides systematic evidence of cognitive harms in [3] Beyond the Benefits: A Systematic
computing education: students who rely on AI coding assistants show Review of the Harms and Conse-
decreased problem-solving abilities and struggle with tasks requiring auenees -
original thinking. The tools marketed as cognitive enhancers may
function as cognitive crutches, atrophying the very skills they claim to
develop.

[7] introduces the concept of "symbolic delirilum”—when users [7] Cuando el cédigo toma sentido:
attribute understanding and authority to Al systems that merely {jAl\’H‘gﬂnembﬂidad y desafios ... -

pattern-match. This misplaced trust is particularly dangerous in ed-

ucational settings where students are still developing critical thinking
skills. The neuropsychological analysis reveals how Al interaction can
create feedback loops that reinforce dependency rather than fostering

independence.
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The dependency paradox extends beyond individual users to insti-
tutional reliance. Schools adopting comprehensive Al platforms often
find their curricula, assessment methods, and even pedagogical ap-
proaches shaped by tool constraints. What begins as augmentation
becomes replacement by default—mnot through conscious choice but
through the gradual erosion of alternative approaches. Teachers report
feeling deskilled as AI handles tasks they once performed, creating a
generation of educators who supervise algorithms rather than design

learning experiences.

Most troubling is how dependency gets reframed as progress. Ven-
dor materials celebrate increased usage statistics without questioning
whether that usage reflects genuine learning or merely habituation.
Time spent on platform becomes a proxy for educational engage-
ment. The metrics that matter—critical thinking, creativity, problem-
solving—remain unmeasured because they’re harder to quantify and

don’t drive subscription renewals.

Professional Disruption: Legal Hallucinations and Economic Up-
heaval

The legal profession’s Al adoption provides a cautionary tale for edu-

cation. [2] documents attorneys facing sanctions for filing briefs con- [2] AI ’hallucinations’ in court papers
taining Al-fabricated cases—a phenomenon now common enough to spell trouble for lawyers

have its own terminology and mandatory training requirements. This

isn’t technological growing pains; it’s systemic failure with professional

consequences.

[15] reveals the economic disruption beneath the surface: Al tools [15] Métier: IA et droit: les cabinets
marketed as enhancing lawyer productivity instead destabilize the juridiques sous tension
billable hour model that funds legal services. Junior associates who
once learned through document review find those tasks automated,
disrupting the apprenticeship model that has trained lawyers for cen-
turies. The profession faces an existential choice: embrace tools that
may eliminate the economic foundation of legal practice or resist and

become obsolete.

The parallels to education are unavoidable. Just as legal AI pro-
duces "hallucinations,” educational AI generates confident-sounding
but factually incorrect content. [25] provides extensive documentation [25] {Qué son las alucinaciones de la
of this phenomenon, including strategies for prompt engineering that IA? (Y por qué te deben importar)
may reduce but cannot eliminate false information. When tools de-
signed for education regularly produce misinformation, what exactly
are students learning?

[5] suggests AI matches human performance in translation, threat- [5] ChatGPT’s Translation Skills
Parallel Most Human Translators
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ening another knowledge profession. Yet the article’s own methodology
reveals the narrowness of this claim: performance parity exists only for
specific language pairs in controlled conditions. The nuance, cultural
understanding, and contextual adaptation that define expert trans-
lation remain beyond Al capabilities, but the market may not care
about such distinctions.

The economic disruption extends to educational labor markets. If
AT can grade essays, answer student questions, and generate lesson
plans, what happens to teaching assistants, tutors, and eventually
teachers themselves? The augmentation narrative—that Al will en-
hance rather than replace human educators—rings hollow when bud-
gets are tight and AT subscriptions cost less than salaries. [6] reveals
how easily Al systems can be gamed, suggesting that automated as-
sessment may create new forms of academic dishonesty rather than
preventing them.

The Implementation Chasm: Why Schools Can’t Keep Up

The gap between Al tool capabilities and school implementation ca-
pacity has become a chasm. [9] systematically documents how schools
lack the infrastructure, training, and resources to implement Al safely
and effectively. This isn’t a temporary adjustment period; it’s struc-
tural misalignment between tool requirements and institutional capa-
bilities.

[8] captures the tension perfectly: AI must ”stay in its place,” but
nobody agrees what that place should be. Teachers report feeling
overwhelmed by competing demands to integrate Al while preventing
misuse, assess Al-generated work while teaching traditional skills,
and prepare students for an Al-integrated future while protecting
them from present harms. These aren’t reconcilable goals; they're
contradictions that reflect deeper confusion about educational purpose
in the AI age.

The evidence from [18] reveals how implementation guidance re-
mains theoretical rather than practical. Schools receive frameworks,
principles, and checklists but little concrete support for the messy re-
alities of daily AT integration. When a student submits Al-generated
work, when a chatbot provides harmful advice, when an Al system
exhibits bias—these moments require immediate responses that policy
documents don’t provide.

[1] proposes a "Prosper, Prepare, Protect” framework that sounds
comprehensive but reveals the implementation challenge: schools must
simultaneously maximize Al benefits, prepare students for an Al-

[6] Companies are using ’Summarize
with AT’ to manipulate ... - CIO

[9] Ethical and regulatory challenges
of Generative Al in education: a ...

[8] En classe, I'TA doit rester & sa
place - UNESCO

[18] PDF The safe and effective use of
Al in education - GOV.UK

[1] A new direction for students in an
Al world: Prosper ... - Brookings
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integrated economy, and protect them from AI harms. This triple
mandate would challenge well-resourced institutions; for the average
school, it’s simply impossible.

The adoption statistics tell the real story. While [21] finds LLMs
can help disadvantaged consumers navigate bureaucracy, educational
adoption shows the opposite pattern: well-resourced schools experi-
ment with AI while struggling schools fall further behind. The digital
divide becomes an Al chasm, with inequality compounded rather than
alleviated.

FEvidence-Based Adoption: What Actually Works

Amid the hype and failure, pockets of evidence suggest what respon-
sible AT adoption might look like. The key insight: successful imple-
mentation requires radically lowered expectations and significantly

increased support. Schools that report positive outcomes share com-

mon characteristics that vendors rarely mention.

First, successful adopters start small and specific. Rather than
comprehensive Al transformation, they identify narrow use cases with
clear success metrics. A writing center using Al for grammar checking
can measure error reduction. A math department using Al for practice
problems can track skill improvement. These limited deployments
allow for controlled experimentation and evidence gathering without
betting the educational farm on unproven technology.

Second, human oversight remains non-negotiable. The myth of
autonomous Al tools crumbles against educational reality: every suc-
cessful implementation requires significant human labor to monitor,
correct, and contextualize Al output. This isn’t the efficiency gain
vendors promise; it’s often a net increase in work. But it’s the only ap-
proach that prevents the documented harms while capturing potential
benefits.

Third, transparent limitations must be communicated constantly.
Students, teachers, and parents need repeated reminders that ATl tools
generate plausible-sounding nonsense, exhibit unpredictable biases,
and lack genuine understanding. This isn’t a temporary disclaimer
until the technology improves; it’s a fundamental characteristic of
current Al systems that shapes every interaction.

Fourth, equity considerations must drive decisions, not follow them.
The schools successfully using Al tools are those that asked upfront:
how will this affect our most vulnerable students? Who gets excluded
if we require home internet for AT homework? What happens when Al

[21] The adoption and efficacy of large
language models in US ...
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bias compounds existing educational inequities? These questions don’t
have easy answers, but ignoring them guarantees harmful outcomes.

Finally, exit strategies matter as much as adoption plans. The
documented cases of user distress when Al models are deprecated
should terrify educational planners. What happens when the Al tutor
students rely on disappears? When the assessment system teachers
have integrated vanishes? When the company pivots or fails? Schools
need concrete plans for Al-free alternatives, not just smooth adoption
pathways.

The evidence suggests a stark conclusion: most schools aren’t ready
for Al tools, and most Al tools aren’t ready for schools. The respon-
sible path forward isn’t to ban Al—that ship has sailed—mnor to em-
brace it uncritically. Instead, educational institutions need to develop
what the current landscape lacks: rigorous evaluation criteria based
on evidence rather than marketing, implementation support that ac-
knowledges resource constraints, and honest communication about
limitations and risks.

The tools will keep coming—governance frameworks make that
clear, corporate investment guarantees it, and student adoption en-
sures it. But whether those tools enhance or diminish education de-
pends entirely on how critically we evaluate claims, how carefully we
document outcomes, and how willing we are to acknowledge when the
emperor of educational Al has no clothes. The evidence is already
there for those willing to look past the hype. The question is whether
we’ll learn from it before the damage becomes irreversible.
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